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a b s t r a c t

This work studies minimaxity of the asymptotic risk of Brillinger’s test and proposes a hy-
brid test for the isotonic change-point problem. The new test turns out to have asymptotic
power 1 under some local alternatives and outperforms the other major tests in detecting
some weak isotonic signals. An application to live data related with the Amazon flooding
issue is illustrated.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Many recent researches on the topic of areal and global natural catastrophic events like increasing rainfall and flooding
height, or global warming are related with the isotonic change-point problem in statistics, which is aimed at answering the
questionwhether the seemingly increasing intensity is caused by natural variability or an underlying isotonic trend induced
by human activity. It can essentially be put into a statistical hypothesis test: Homogeneity of means versus monotonicity of
means for the observed time series. To be specific, suppose the time series Xk observable at time k = 1, . . . , n has the form
of Xk , µk + Zk, where Zk is a zero mean strictly stationary noise with positive spectral density and µk is the deterministic
signal satisfying µ1 ≤ µ2 ≤ · · · ≤ µn, we want to run a hypothesis test with

H0 : µk = µk+1, for all k = 1, . . . , n − 1,
Ha : µk < µk+1, for some k = 1, . . . , n − 1.

The challenge of this problem is that the signal µk has an arbitrary unknown monotone structure and the change-points
(the time when a jump in µk occurs) can be as many as the number of observations in the time series.

To consider temporal dependence among the noise Zk, we assume the following mixing condition: Let F b
a be the

σ -algebra generated by {Zk; a ≤ k ≤ b} and βn , E sup{|P(A | F m
1 ) − P(A)|; A ∈ F ∞

m+n, m ≥ 1}, there exists some δ > 0
such that n1+δβn → 0. The class of random processes satisfying this mixing condition includesm-dependent processes and
Gaussian stationary processes with a spectral density bounded below such that cov (Z0, Zn) = O(n−3−δ1), δ1 > δ > 0, vide
Doukhan (1985, Section 2.1.1, p. 59). The assumption of a mixing condition is fairly common in literature for time series
with short-range dependence but not necessarily a linear process, see Doukhan (1985), Rosenblatt (2000), or Brodsky and
Darkhovsky (1993).
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In this work, we additionally require that the marginal cdf of Z1, F0(·), belongs to a location family with positive pdf, like
Shen and Xu (2013) (hereinafter abbreviated as [SX]). The mixing condition above then guarantees σ 2

= γ0 + 2


+∞

k=1 γk <
∞, where

γk , cov (F0(Z1), F0(Zk+1)), k = 0, 1, . . . (1)

because |γk| ≤ 4βk by Doukhan (1985, Section 1.2.2, Lemma 3).
With the assumption of the mixing condition on noise, Brillinger (1989) applies a contrast test to the isotonic change-

point problem. Wu et al. (2001) consider a penalized likelihood ratio test based on the isotonic regression estimates of µk.
Wu’s test has a seemingly larger power than Brillinger’s test, however it suffers inflated type I error, particularly when the
time series Xk has autocorrelation. Wu’s test relies on an undesirable tuning parameter and stabilizes slowly in distribution
to an integral of quite a complicated stochastic process which does not have an explicit distribution. [SX] develop a U-test
with a flavor of the classical Mann–Whitney test, which is asymptotically equivalent to a contrast of the cdf transformed
data. Although all these tests have asymptotic power one under Ha with suitable assumptions on µk, the numerical study in
[SX] shows that the U-test has a larger power than Wu’s test and Brillinger’s test when µk is of a linear or staircase pattern.
In this work, we study the minimaxity of the asymptotic risk of Brillinger’s test and propose a hybrid test which has the
feature of both Brillinger’s test and U-test. The new test turns out to have a larger asymptotic power than all these tests in
detecting sort of weak isotonic signals.

For simplicity, we adopt Landau notation in this work for comparing the order of two positive sequences, viz., with
an/bn → c , (1) an = θ(bn) and bn = θ(an), if 0 < c < ∞; (2) an = O(bn) and bn = Ω(an), if 0 ≤ c < ∞; (3) an = o(bn)
and bn = ω(an), if c = 0.

The remaining part of this paper is organized as follows: A literature review is provided in Section 2; the new test
statistic and the main results are introduced in Section 3; a numerical study of our test power compared with other tests is
presented in Section 4; an application is illustrated in Section 5; discussion is contained in Section 6. In order not to interrupt
introduction of the main result, proof of the claims is deferred to the Appendix.

2. Literature review

2.1. The U-test

[SX] propose the U-test with a flavor of the classical Mann–Whitney test for the isotonic change-point problem on
correlated data with short-range dependence, which outperforms every well-known test in literature when the sequence
of deterministic signals µk is linearly increasing or has a single upward jump. They consider the statistic
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in the sense of E[
√
n(Un − Tn)]2 → 0, where F(·) is the cdf of X1. Clearly
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