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1. Introduction

The Ionescu Tulcea extension theorem (Ash, 1972, Section 2.7.2) states that given a sequence of stochastic kernels,
there exists a unique probability measure on the product space generated by this sequence, that is a measure whose
conditional probabilities equal to these kernels. Such a construction is often used in the theory of general Markov Decision
Processes (Bertsekas and Shreve, 1978), and general Markov Chains (Revuz, 1984) in particular. Hence, it is of a certain
interest to study how sensitive the resulting product measure is with respect to perturbations of the generating sequence
of kernels. A possible direct application of such result concerns numerical methods, where characteristics of the original
stochastic process are studied over its simpler approximations, often defined over a finite state space. Such approximations
can be further regarded as a perturbation of the original sequence of kernels (Tkachev and Abate, 2013) which connects to
the original problem.

Here we specifically focus on the metric between kernels and measures given by the total variation norm. Given the
pairwise distances between corresponding transition kernels in this metric, we are interested in bounds on the distance
between the resulting product measures. A similar study was given in Roberts and Rosenthal (2013) which used the Borel
assumption, that is it assumed that spaces involved are (standard) Borel spaces. However, the bounds obtained in Roberts
and Rosenthal (2013) grow linearly with the cardinality of the sequence and hence are not tight: recall that the total variation
distance between two probability measures is always bounded from above by 2.

In this paper we elaborate on the result of Roberts and Rosenthal (2013) in the two following directions. First, we
generalize linear bounds to the case of arbitrary measurable spaces. Second, we show that under the Borel assumption
used in the paper Roberts and Rosenthal (2013) it is possible to derive sharper bounds, that appear to be precise in some
special cases—e.g. in case of independent products of measures.
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The rest of the paper is structured as follows. Section 2 gives a problem formulation together with statements of main
results. Proofs are given in Section 3, which is followed by the discussion in Section 4 and an enlightening example in
Section 5. With regards to the notation, terminology and conventions adopted in this paper, the readers should consult
the Appendix.

2. Problem statement

Let us recall the construction of the product measure given the regular conditional probabilities. First of all, we need the
following notion of a product of a probability measure and a stochastic kernel which extends a more usual product of two
measures.

Proposition 1. Let (X, X) and (Y, Q) be arbitrary measurable spaces. For any probability measure u € 2 (X, X) and any
stochastic kernel K : X — 22(Y, ) there exists a unique probability measure Q € 2(X x Y, X ® 9)), denoted by Q .= u ® K,
such that

Q(A x B) = fK(x, B) . (dx)
A

for any pair of setsA € X and B € 9.
Proof. For a proof, see Ash (1972, Section 2.6.2). O

The construction above immediately extends to any finite sequence of spaces by induction, whereas for the countable
products the following result holds true.

Proposition 2 (lonescu-Tulcea). Let {(Xy, X) }ken, be a family of arbitrary measurable spaces and let (£2,,, #,) = ]‘[LO Xk, X)
be product spaces for any n € Ny. For any probability measure P° € 2(Xy, Xo) and any sequence of stochastic kernels (P*)ien,
where P* : 2,_1 — 2 (X, X)), there exists a unique probability measure P € 2 (824, F), denoted by P = ®ﬁio P¥, such
that the finite-dimensional marginal P" of P on the measurable space ($2,,, %,) is given by P" = ®Z=o P¥ for any n € N.

Proof. For a proof, see (Ash, 1972, Section 2.7.2). O

In the setting of Proposition 2, suppose that we are given another sequence of kernels (13")?’:0 and let P := ®,;“;0 P* be

the corresponding product measure. Given the assumption that |P* — 13k|| < ¢, for any k € Ny and some sequence of reals
(Ck)ken,, we study how the distance ||P" — P"|| can be bounded. For the general case of arbitrary measurable spaces, the
following result holds true.

Theorem 1. Let {(Xy, Xi)}ken, be any family of measurable spaces and let Xk C Xy for any k € Ny. Denote by (2,, ) =
[Theo Xk, Xx) and (24, Fn) = [15_o Xk, X the corresponding product spaces for any n € No. Let P € 2(Xo, Xo), P° € &
(Xo, Xo) and let kernels P* : 2,1 — (X, Xx) and P* 2 — P (X, X¢) for k € N be Fy_1- and Fy_,-measurable
respectively. If a sequence of reals (cy)ken, is such that |P¥ — 13"|| < ¢y forall k € Ny, then for any n € Ny it holds that

n
IP" =Pl < a (2.1)
k=0

Remark 1. Through this paper, and in particular in the statement of Theorem 1, we use the following convention. If the
domain of one measure is a subset of the domain of another, the total variation distance between them is taken over the
smaller domain. For example, in the setting of Theorem 1 we have ||P® — P°|| = 2 - sup,.z, IP°(A) — P°(A)|.

The validity of results of Theorem 1 in some special cases was previously established in Roberts and Rosenthal (2013)
and Tkachev and Abate (2013): we discuss these connections in a greater detail in Section 4. As it has been mentioned in
Introduction, the bounds (2.1) are not tight. For example, if ¢, = ¢ > 0 for all k € Ny then the right-hand side of (2.1)isc - n
and diverges to infinity as n — oo, whereas the left-hand side stays bounded above by 2. It appears, that under a rather
mild assumption that all involved measurable spaces are (standard) Borel, a stronger result can be obtained.

Theorem 2. Let {X}ken, be a family of Borel spaces and let £2, = ]_[Z:0 X be product spaces for any n € Ny. Let further
P°, P € #(Xo) and P", P* : Q241 — 2(Xy) for k € N. If a sequence of reals (Ci)nen, is such that | P —13"|| < ¢y forallk € Ny,
then for any n € Ny it holds that

- I 1
PPT—P' <2-2 1——c ). 2.2
I I < 1"[( 2k> (2.2)

k=0

The proofs of both theorems are given in the next section.
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