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Abstract

Suppose that n independent observations are drawn from a multivariate normal distribution Npðl;RÞ with both mean

vector l and covariance matrix R unknown. We consider the problem of estimating the precision matrix R�1 under the

squared loss LðR̂
�1
;R�1Þ ¼ trðR̂

�1
R� IpÞ

2. It is well known that the best lower triangular equivariant estimator of R�1 is

minimax. In this paper, by using the information in the sample mean on R�1, we construct a new class of improved

estimators over the best lower triangular equivariant minimax estimator of R�1 for p ¼ 2. Our improved estimators are in

the class of lower-triangular scale equivariant estimators and the method used is similar to that of Stein [1964.

Inadmissibility of the usual estimator for the variance of a normal distribution with unknown mean. Ann. Inst. Statist.

Math. 16, 155–160.]
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1. Introduction

Suppose that X1; . . . ;Xn are independent observations from a multivariate normal distribution Npðl;RÞ,
where both mean vector l 2 Rp and covariance matrix R40 are unknown. It is well known that ðX̄;SÞ is a
complete sufficient statistic for ðl;RÞ, where

X̄ ¼
1

n

Xn

i¼1

Xi and S ¼
Xn

i¼1

ðXi � X̄ÞðXi � X̄ÞT

denote the sample mean vector and the sample dispersion matrix, respectively, and T denotes the transpose of
a matrix or vector. It is also well known that X̄ is independent of S and X̄�Npðl;R=nÞ, S�W pðn� 1;RÞ. Many
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authors have discussed the estimation of the generalized variance jRj, the generalized precision jRj�1 and the
covariance matrix R, such as Kubokawa (1989), Kubokawa and Srivastava (2003), Pal (1988), Sinha and
Ghosh (1987), Sugiura (1988), Sun (1998), Wang (1984), to mention just a few.

In this paper we consider the estimation of the precision matrix R�1 under the squared loss

LðR̂
�1
;R�1Þ ¼ trðR̂

�1
R� IpÞ

2. (1)

As pointed out in Haff (1979), under the affine transformation group A:

ðX̄;SÞ ! ðAX̄þ b;ASAT
Þ; ðl;RÞ ! ðAlþ b;ARAT

Þ,

where A is an arbitrary p� p nonsingular matrix and b is an arbitrary p� 1 vector, the best affine equivariant
estimator (BAEE) is given by

R̂
�1

1 ¼
ðn� p� 4Þðn� p� 1Þ

n� 2
S�1. (2)

Here we assume n4pþ 4 throughout this paper. Haff (1979) has also shown that the BAEE R̂
�1

1 is dominated by

R̂
�1
¼
ðn� p� 4Þðn� p� 1Þ

n� 2
½S�1 þ vtðvÞI�,

where v ¼ ftrðSÞg�1 and tðvÞ is an absolutely continuous function of v40 such that 0otðvÞp2ðp� 1Þ=ðn�
p� 1Þ and t0ðvÞp0. Consider the lower triangular transformation group B:

ðX̄;SÞ ! ðGX̄þ h;GSGT
Þ; ðl;RÞ ! ðGlþ h;GRGT

Þ, (3)

where G is a p� p lower-triangular matrix and h is a p� 1 vector. It can be shown that the equivariant
estimator under the above group has the form R̂

�1
¼ ðK�1ÞTDpK

�1 where K is a lower triangular matrix with
positive diagonal elements such that KKT ¼ S and Dp ¼ diagðd1p; . . . ; dppÞ is an arbitrary diagonal matrix
whose elements do not depend on S. For p ¼ 2, Olkin and Selliah (1977) and Sharma and Krishnamoorthy
(1983) have derived the best lower triangular equivariant estimator (BLEE)

R̂
�1

2 ¼ ðK
�1Þ

TD2K
�1, (4)

where D2 ¼ diagðd12; d22Þ with d12 and d22 given by

d12 ¼
ðn� 2Þðn� 5Þ½ðn� 4Þ2 � ðn� 6Þ�

ðn� 2Þðn� 4Þ2 � ðn� 6Þ
;

d22 ¼
ðn� 3Þðn� 4Þðn� 5Þðn� 6Þ

ðn� 2Þðn� 4Þ2 � ðn� 6Þ
:

8>>><>>>: (5)

For general p, the BLEE of R�1 is much more complicated, one may refer to Krishnamoorthy and Gupta
(1989). Note that the group B is a subgroup of the group A, thus the BLEE R̂

�1

2 is an improved estimator of
the BAEE R̂

�1

1 . Also, since the lower triangular transformation group B is solvable, the BLEE R̂
�1

2 with
constant risk is automatically minimax according to Kiefer (1957).

Using the approach in Gupta and Ofori-Nyarko (1995), we can get a better estimator than R̂
�1

2 in the form
of the convex combination of the BLEE and the corresponding best upper triangular equivariant estimator
(BUEE) of R�1. Moreover, Sharma and Krishnamoorthy (1983) constructed an orthogonal equivariant
improved estimator of R̂

�1

2 for p ¼ 2. For general p42, this becomes very complicated; one may refer to
Takemura (1984). Here we note that all improved estimators of R̂

�1

2 given above depend on S only and the
information in the sample mean X̄ on R is not utilized. It has been well known that when l and R are both
unknown, the sample mean X̄ contains useful information about R. By using such information in X̄, Zhou
et al. (2001) obtained an improved estimator that dominates the best lower triangular equivariant estimator of
the precision matrix R�1 under the entropy loss. Kubokawa and Srivastava (2003) derived an estimator that
dominates the best lower triangular equivariant estimator of the covariance matrix R under the entropy loss. It
appears, however, that the problem of improving estimators of R�1 using the information in X̄ under the
squared loss in (1) has not been considered in the literature. The main aim of this paper is to study this
problem. In Section 2 below, under the squared loss L, by using Stein’s method (see Stein, 1964), we will
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