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Abstract

In this paper we show that the empirical eigenvalue distribution of any sample covariance matrix gener-
ated by independent samples of a stationary regular sequence has a limiting distribution depending only on
the spectral density of the sequence. We characterize this limit in terms of Stieltjes transform via a certain
simple equation. No rate of convergence to zero of the covariances is imposed, so, the underlying process
can exhibit long memory. If the stationary sequence has trivial left sigma field the result holds without any
other additional assumptions. This is always true if the entries are functions of i.i.d.

As a method of proof, we study the empirical eigenvalue distribution for a symmetric matrix with inde-
pendent rows below the diagonal; the entries satisfy a Lindeberg-type condition along with mixingale-type
conditions without rates. In this nonstationary setting we point out a property of universality, meaning that,
for large matrix size, the empirical eigenvalue distribution depends only on the covariance structure of the
sequence and is independent on the distribution leading to it. These results have interest in themselves,
allowing to study symmetric random matrices generated by random processes with both short and long
memory.
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F. Merlevède, M. Peligrad / Stochastic Processes and their Applications 126 (2016) 2734–2760 2735

1. Introduction and the main result

Due to the fact that random matrices appear in many applied fields, their empirical spectral
distribution is a subject of intense research. Earlier works, pioneered by the celebrated paper by
Wigner [44], deal with symmetric matrices having independent entries below the diagonal. Only
in the last three decades there has been an intense effort to weaken the hypotheses of indepen-
dence and various forms of weak dependence have been considered. The progress was in general
achieved first for Gaussian random matrices. For this case the joint distribution of eigenvalues is
tractable. Among the papers for symmetric Gaussian matrices with correlated entries we mention
the works of Khorunzhy and Pastur [27], Boutet de Monvel et al. [12], Boutet de Monvel and
Khorunzhy [11], Chakrabarty et al. [16].

Our paper is essentially motivated by the study of large sample covariance matrices, which is
a very important topic in multivariate analysis and signal processing.

The spectral analysis of large-dimensional sample covariance matrices has been actively
studied starting with the seminal work of Marc̆enko and Pastur [30] who considered independent
random samples from an independent multidimensional vector. Later, also for the independent
case, Wachter [43] established the almost sure results and recently Jin et al. [26] generalized it to
auto-cross covariance matrix. A big step forward was the study of the dependent case represented
in numerous papers. Basically, the entries of the matrix were allowed to be linear combinations
of an independent sequence. The first paper where such a model was considered is by Yin and
Krishnaiah [48] followed by important contributions by Yin [47], Silverstein [38], Silverstein
and Bai [39], Hachem et al. [25], Pfaffel and Schlemm [33], Yao [46], Davis et al. [19], Pan
et al. [32], Liu et al. [28], Bhattacharjee and Bose [8] among others.

A departure from linear models was considered by Bai and Zhou [3] who derived the limiting
spectral distribution of large sample covariance matrices provided that the true covariance matrix
has bounded spectral norm and the entries satisfy a dependence type condition. This dependence
condition, sometimes called “good vector condition” is satisfied for Gaussian vectors or for
isotropic vectors with log-concave distribution as shown in [31]. Note that the circular law for
random matrices with independent isotropic unconditional log-concave rows has been proved
by Adamczak [1]. As applications of their main result, Bai and Zhou [3] exhibited the limiting
spectral distributions of Spearman’s rank correlation matrices, sample correlation matrices and
sample covariance matrices from finite populations. When applied to linear models the conditions
imposed in the paper by Bai and Zhou can be verified when the innovations are square integrable
and the coefficients are absolutely summable as shown in [46,32]. It should be mentioned that
the bounded spectral norm condition imposed to the true covariance matrix does not allow to
derive the limiting spectral distribution of large sample covariance matrices associated with linear
processes exhibiting long range dependence.

Recently, Banna and Merlevède [4] considered samples from a stationary process whose
variables are functions of i.i.d. and proved, under a dependence condition implying the absolute
summability of the covariances, that the asymptotic behavior of the empirical eigenvalue
distribution can be obtained by analyzing a Gaussian matrix with the same covariance structure.
In [5], this result has been improved and extended to large covariance matrices associated with
square integrable variables that are functions of an i.i.d. random field. In this latter paper, it is
proved that no extra assumptions are needed to reduce the study of empirical spectral distribution
to the one of a Gaussian matrix with the same covariance structure.

Even if many models encountered in time series analysis can be rewritten as functions of an
i.i.d. sequence, this assumption is not completely satisfactory since many stationary processes
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