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Abstract

For symmetric random matrices with correlated entries, which are functions of independent random
variables, we show that the asymptotic behavior of the empirical eigenvalue distribution can be obtained
by analyzing a Gaussian matrix with the same covariance structure. This class contains both cases of short
and long range dependent random fields. The technique is based on a blend of blocking procedure and
Lindeberg’s method. This method leads to a variety of interesting asymptotic results for matrices with
dependent entries, including applications to linear processes as well as nonlinear Volterra-type processes
entries.
c⃝ 2015 Elsevier B.V. All rights reserved.
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1. Introduction

The limiting spectral distribution for symmetric matrices with correlated entries received a lot
of attention in the last two decades. The starting point is deep results for symmetric matrices with
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correlated Gaussian entries by Khorunzhy and Pastur [13], Boutet de Monvel et al. [6], Boutet
de Monvel and Khorunzhy [5], Chakrabarty et al. [7] among others. On the other hand there is a
sustained effort for studying linear filters of independent random variables as entries of a matrix.
For instance, Anderson and Zeitouni [1] considered symmetric matrices with entries that are
linear processes of finite range of independent random variables. Hachem et al. [12] considered
large sample covariance matrices whose entries are modeled by a short memory linear process
of infinite range with independent Gaussian innovations. Bai and Zhou [3], Yao [18], Banna and
Merlevède [4] and Merlevède and Peligrad [14], among others, treated large covariance matrices
based on an independent structure between columns and correlated random variables in rows.

In this paper we consider symmetric random matrices whose entries are functions of inde-
pendent and identically distributed (i.i.d.) real-valued random variables. Such kind of processes
provide a very general framework for stationary ergodic random fields. Our main goal is to re-
duce the study of the limiting spectral distribution to the same problem for a Gaussian matrix
having the same covariance structure as the underlying process. In this way we prove the uni-
versality and we are able to formulate various limiting results for large classes of matrices. We
also treat large sample covariance matrices with correlated entries, known under the name of
Gram matrices. Our proofs are based on the large-small block arguments, a method which, in
one dimensional setting, is going back to Bernstein. Then, we apply a variant of the so-called
Lindeberg method, namely we develop a block Lindeberg method, where we replace at one time
a big block of random variables with a Gaussian one with the same covariance structure. Lin-
deberg method is popular with these type of problems. Replacing only one variable at one time
with a Gaussian one, Chatterjee [8] treated random matrices with exchangeable entries.

Our paper is organized in the following way. Section 2 contains the main results for symmetric
random matrices and sample covariance matrices. As an intermediate step we also treat matrices
based on K-dependent random fields, results that have interest in themselves (see Theorem 11
in Section 4.1). In Section 3, we give applications to matrices with entries which are either
linear random fields or nonlinear random fields as Volterra-type processes. The main proofs are
included in Section 4. In Section 5 we prove a concentration of spectral measure inequality for a
row-wise K-dependent random matrix and we also mention some of the technical results used in
the paper.

Here are some notations used all along the paper. The notation [x] is used to denote the integer
part of any real x . For any positive integers a, b, the notation 0a,b means a matrix with 0 entries
of size a ×b, whereas the notation 0a means a row vector of size a. For a matrix A, we denote by
AT its transpose matrix and by Tr(A) its trace. We shall use the notation ∥X∥r for the Lr -norm
(r ≥ 1) of a real valued random variable X .

For any square matrix A of order n with only real eigenvalues λ1 ≤ · · · ≤ λn , its spectral
empirical measure and its spectral distribution function are respectively defined by

νA =
1
n

n
i=1

δλi and F A
n (x) =

1
n

n
k=1

1{λk≤x}.

The Stieltjes transform of F A is given by

SA(z) =


1

x − z
d F A(x) =

1
n

Tr(A − zIn)−1,

where z = u + iv ∈ C+ (the set of complex numbers with positive imaginary part), and In is the
identity matrix of order n.
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