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Abstract

The most common way to sample from a probability distribution is to use Markov Chain Monte Carlo
methods. One can find many diffusions with the target distribution as equilibrium measure, so that the state
of the diffusion after a long time provides a good sample from that distribution. One naturally wants to
choose the best algorithm. One way to do this is to consider a reversible diffusion, and add to it an antisym-
metric drift which preserves the invariant measure. We prove that, in general, adding an antisymmetric drift
reduces the asymptotic variance, and provide some extensions of this result.
c⃝ 2015 Elsevier B.V. All rights reserved.

MSC: 60J60; 65B99; 60J35; 47D07

Keywords: Asymptotic variance; Rate of convergence; Diffusion; Acceleration; Markov Chain Monte Carlo

1. Introduction

Sampling directly from a probability distribution is often infeasible in practice, in particular
when the distribution is only known up to a multiplicative constant. Markov Chain Monte Carlo
(MCMC) methods are popular for obtaining samples from a target probability π , see e.g. [3,9].
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The idea is to construct a Markov chain or Markov process (X t ), whose invariant distribution
is π . Under reasonable assumptions (“ergodicity”), the distribution of (X t ) converges to π , so
that, for t large enough, X t provides a good sample of π . It is natural that one would prefer the
dynamics that attain the desired equilibrium distribution as fast as possible. There are several
ways to measure how good an algorithm is: mixing time, spectral gap, asymptotic variance. . . .
Hence, comparing the performance of different algorithms also depends on the criterion used.

The discrete case has been extensively studied in the literature, see e.g. [4,7,16–18,20]. In
general, one can choose reversible or non-reversible algorithms. The latter usually enjoy a faster
convergence to equilibrium, but are more challenging to study. More specifically, of special
interest to us is the scheme of modifying a given reversible process by a suitable antisymmetric
perturbation so that the equilibrium is preserved, but the convergence is accelerated. All evidence
points to this strategy always providing a better algorithm, be it in the discrete case [5] or in the
continuous one [10,11,19]. In the continuous setting, the performance is understood in terms of
the spectral gap of the generator of the diffusion. Our goal in this paper is to show that perturbing
a diffusion by an antisymmetric drift also reduces the asymptotic variance. Let us note that the
recent paper [24] provides a similar result in terms of large deviations, with a corollary for the
asymptotic variance. However, the setting is limited to the d-dimensional torus, and some details
seem to be lacking in the proof.

Let us informally introduce our setting. Let U be a given energy function and π the probability
with density proportional to e−U (x). If one is interested in sampling from π , then a usually used
diffusion is the time reversible Langevin equation with π as equilibrium measure

dX t =
√

2dWt − ∇U (X t )dt, (1)

where (Wt ) is a Brownian motion. Perturbing the reversible diffusion (1) by adding an
antisymmetric drift term results in

dX t =
√

2dWt − ∇U (X t )dt + C(X t )dt, (2)

where the vector field C is weighted divergence-free with respect to π , i.e., div(Ce−U ) = 0. This
ensures that the non-reversible diffusion (2) also has equilibrium π . That there are many ways to
choose such a perturbation C , such as taking C = Q∇U for an antisymmetric matrix Q. Note
that, in any case, it is unnecessary to know the normalization constant for π .

Let −L (we use the sign convention to make L positive) denote the infinitesimal generator of
(1). More precisely,

L = −∆ + ∇U · ∇

on, say, C∞
c , the space of infinitely differentiable functions with compact support. Informally, one

may recover that π is invariant by noticing that the adjoint operator is L∗ f = −1 f −div( f ∇U ),
so that L∗π = 0. This process is reversible, which amounts to saying that L is symmetric in
L2(π), the space of square-integrable complex functions with respect to π . On the other hand,
the generator of the modified equation is given by −LC , where

LC = L − C · ∇.

It has the adjoint L∗

C f = L∗ f + div( f C). Hence, to ensure that the diffusion (2) also has π

as its invariant measure, it is necessary to assume that L∗

Cπ = 0, i.e., div(Ce−U ) = 0. In [11]
(see also [10]), the spectral gap of these operators is employed as a measurement of the rate of
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