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Abstract

An i.i.d. process X is considered on a compact metric space X. Its marginal distribution π is unknown,
but is assumed to lie in a moment class of the form,

P = {π : 〈π, fi 〉 = ci , i = 1, . . . , n},

where { fi } are real-valued, continuous functions on X, and {ci } are constants. The following conclusions
are obtained:

(i) For any probability distribution µ on X, Sanov’s rate-function for the empirical distributions of X is
equal to the Kullback–Leibler divergence D(µ ‖ π). The worst-case rate-function is identified as

L(µ) := inf
π∈P

D(µ ‖ π) = sup
λ∈R( f,c)

〈µ, log(λT f )〉,

where f = (1, f1, . . . , fn)T , and R( f, c) ⊂ Rn+1 is a compact, convex set.
(ii) A stochastic approximation algorithm for computing L is introduced based on samples of the process

X.
(iii) A solution to the worst-case one-dimensional large-deviation problem is obtained through properties

of extremal distributions, generalizing Markov’s canonical distributions.
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(iv) Applications to robust hypothesis testing and to the theory of buffer overflows in queues are also
developed.

c© 2005 Elsevier B.V. All rights reserved.
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1. Introduction and background

Consider an i.i.d. sequence X on a compact metric space X. It is assumed that its marginal
distribution π is not known exactly, but belongs to the moment class P defined as follows: A finite
set of real-valued continuous functions { fi : i = 1, . . . , n} and real constants {ci : i = 1, . . . , n}

are given, and

P := {π ∈ M1 : 〈π, fi 〉 = ci , i = 1, . . . , n}, (1)

whereM1 is the space of probability distributions on X, and the notation 〈π, fi 〉 is used to denote
the mean of the function fi according to the distribution π .

The motivation for consideration of moment classes comes primarily from the simple
observation that the most common approach to partial statistical modeling is through moments,
typically mean and correlation. Moment classes have been considered in applications to
finance [41]; admission control [10,5,32]; queueing theory [20,19,12]; and other applications.

For a moment class of this form, and a given function g ∈ C(X), the map π → 〈π, g〉 defines
a continuous linear functional onM1. Consequently, the following maximization may be viewed
as a linear program,

max
π∈P

〈π, g〉. (2)

The value of this (infinite-dimensional) linear program provides a bound on the mean of g that
is uniform over π ∈ P. A.A. Markov, a student of Chebyshev, considered a special case of the
linear programs (2) in which the functions { fi } are polynomials. A comprehensive survey by
M.G. Kreı̆n in 1959 describes many of Markov’s original results [26]. Since then, these ideas
have been developed in various directions [1,13,44,29,21,8,38,34,36,3,42].

The present paper concerns various large-deviation bounds that are uniform across a moment
class. One set of results concerns relaxations of Chernoff’s bound: For a given function h ∈

C(X), and any r ≥ 〈π, h〉,

P{SN ≥ r} ≤ exp(−N Iπ,h(r)), N ≥ 1, (3)

where {SN = N−1∑N
j=1 h(X j ) : N ≥ 1}, and Iπ,h is the usual one-dimensional large-deviation

rate-function under the distribution π . Denoting the log moment-generating function as,

Mπ,h(θ) := log 〈π, exp(θh)〉, θ ∈ R, (4)

the rate-function is equal to the convex dual,

Iπ,h(r) = sup
θ∈R

{θr − Mπ,h(θ)}, r ∈ R. (5)

Theorem 1.5 and related results in Section 3 contain expressions for the minimum of the rate
function Iπ,h(r) over the moment class P. To put these results in context we present some known
results in the special case of polynomial constraint functions.
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