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Abstract

We introduce a sequence of stopping times that allow us to study an analogue of a life-cycle
decomposition for a continuous time Markov process, which is an extension of the well-known splitting
technique of Nummelin to the continuous time case. As a consequence, we are able to give deterministic
equivalents of additive functionals of the process and to state a generalisation of Chen’s inequality. We apply
our results to the problem of non-parametric kernel estimation of the drift of multi-dimensional recurrent,
but not necessarily ergodic, diffusion processes.
c© 2007 Elsevier B.V. All rights reserved.

MSC: 60F99; 60J35; 60J55; 60J60; 62G99; 62M05

Keywords: Harris recurrence; Nummelin splitting; Continuous time Markov processes; Resolvents; Special functions;
Additive functionals; Chacon–Ornstein theorem; Diffusion process; Nadaraya–Watson estimator

1. Introduction

Consider a Harris recurrent strong Markov process X = (X t )t≥0 with invariant measure µ. If
such a process has a recurrent point x0 (or more generally a recurrent atom), then it is possible to
introduce a sequence of stopping times Rn – which is called life-cycle decomposition – such that
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1. For all n, Rn < ∞, Rn+1 = Rn + R1 ◦ θRn . (Here, θ denotes the shift operator.)
2. X Rn = x0.

3. For all n, the process (X Rn+t )t≥0 is independent of FRn .

In this case, paths of the process can be decomposed into i.i.d. excursions [Ri , Ri+1[, i =

1, 2, . . . , plus an initial segment [0, R1], and then limit theorems such as the ratio limit theorem
for additive functionals of the process follow immediately as a direct application of the strong
law of large numbers, in both the ergodic and the null recurrent case.

For general Harris processes, at least without further assumptions, recurrent atoms do not
exist. However, for discrete time Harris chains, Athreya and Ney, see [1], and Nummelin,
see [21], give a way of constructing a recurrent atom on an extended probability space, provided
the transition operator of the chain satisfies a certain minorisation condition. This construction is
called “splitting”. A well-known idea, see for instance Meyn and Tweedie [19,20], is to consider
the discrete chain X̄ = (X̄n)n, called the resolvent chain or R-chain, instead of the process in
continuous time X . This resolvent chain is obtained when observing the process at independent
exponential times. We propose to apply the splitting technique to this resolvent chain which
is always possible. Hence, we use splitting at random times when sampling the process after
independent exponential times. We then fill in the original process in between two successive
exponential times. In other words, we construct bridges of the process X between exponential
times such that at the exponential times, the splitting is satisfied. This construction is not evident
since we want to preserve the Markov property of the process. It is for that reason that we have
to change the structure of the “history” of the process. Actually, we construct a process Z t taking
values in E × [0, 1] × E together with a sequence of jump times Tn for this process such that
at any time Tn , we know the present state of the process XTn , but also the future state XTn+1 .
Moreover, the following properties are fulfilled:

1. The first coordinate Z1
t of Z t has the same dynamics as the original process X t starting from

X0 = x if we fix the initial condition Z1
0 = x, but not Z2

0 and Z3
0 .

2. On each interval [Tn, Tn+1[, Z2
t and Z3

t are constant, and the third coordinate Z3
Tn

represents
a choice of XTn+1 according to the splitting technique which has to be attained by the bridge
(the process) between Tn and Tn+1.

3. The second coordinate is used only in order to model the splitting. It is not of further
importance.

Then it is possible to define a sequence of stopping times (Sn, Rn) for this process which is a
generalised life-cycle decomposition in the following sense:

1 For all n, Sn < Rn < ∞, Sn+1 = Sn + S1 ◦ θSn , Rn = inf{Tm : Tm > Sn}.

2 For every n, X Rn is independent of σ {Xs : s ≤ Sn} and L(X Rn ) = ν for some fixed
probability measure ν.

3 For all µ-integrable functions f and for any initial measure π, Eπ (
∫ Rn+1

Rn
f (Xs)ds) = µ( f )

(up to a multiplicative constant).

Note that it is not possible to divide the path of the process into real i.i.d. excursions. We
obtain the independence only after the waiting time Rn after Sn . Some special attention has to be
paid to the initial segment

∫ R1
0 f (Xs)ds — and it is for that reason that we have to introduce and

to investigate functions that are called special functions.
As a consequence, we establish a generalisation of Chen’s inequality (compare also to [5],

Lemma 1, (2.4)) for additive functionals of the Markov process (see Theorem 2.18) and get in
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