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GRAPHICAL ABSTRACT

e Present a problem of inconsistency
between variable ranking methods
for biomarker discovery in metab-
olomics study.

e Rank aggregation is used to merge
individual ranking lists into a single
“super”-list reflective of the overall
preference.

e Rank aggregation has better perfor-
mance when compared with using all
variables and penalized method.
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Biomarker discovery is one important goal in metabolomics, which is typically modeled as selecting the
most discriminating metabolites for classification and often referred to as variable importance analysis or
variable selection. Until now, a number of variable importance analysis methods to discover biomarkers
in the metabolomics studies have been proposed. However, different methods are mostly likely to
generate different variable ranking results due to their different principles. Each method generates a
variable ranking list just as an expert presents an opinion. The problem of inconsistency between
different variable ranking methods is often ignored. To address this problem, a simple and ideal solution
is that every ranking should be taken into account. In this study, a strategy, called rank aggregation, was
employed. It is an indispensable tool for merging individual ranking lists into a single “super”-list
reflective of the overall preference or importance within the population. This “super”-list is regarded as
the final ranking for biomarker discovery. Finally, it was used for biomarkers discovery and selecting the
best variable subset with the highest predictive classification accuracy. Nine methods were used,
including three univariate filtering and six multivariate methods. When applied to two metabolic
datasets (Childhood overweight dataset and Tubulointerstitial lesions dataset), the results show that the
performance of rank aggregation has improved greatly with higher prediction accuracy compared with
using all variables. Moreover, it is also better than penalized method, least absolute shrinkage and
selectionator operator (LASSO), with higher prediction accuracy or less number of selected variables
which are more interpretable.
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1. Introduction

Metabolomics is an emerging field which combines strategies to
identify and quantify cellular metabolites present in organisms,
cells, or tissues using advanced analytical techniques with the
application of statistical and multi-variant methods. One target of
metabolomics research is to discover biomarkers, which can aid in
the diagnosis of many diseases in the metabolic system, biological
and clinical guidance. The discovery of biomarkers is typically
modeled as selecting the most discriminating variables (metabo-
lites) for classification (e.g., discriminating diseased versus healthy)
[1], which is often referred to as variable importance analysis or
variable selection in the language of statistics and machine
learning. Any variable importance analysis method can be turned
into variable selection by introducing a threshold on variable
importance values. In the past two decades, a large amount of pa-
pers about biomarker discovery in the metabolomics studies have
employed the statistical method [2—4] including univariate
filtering method and multivariate methods (principal component
analysis (PCA), partial least squares-linear discriminant analysis
(PLS-DA) [5], support vector machine (SVM) [6], random forest
(RForest) [7] and penalized method like least absolute shrinkage
and selectionator operator (LASSO) [8] and elastic net [9]). Ranking
of variable (metabolite) importance is often carried out with the
help of the statistical method. The ranking is assigning a measure of
importance to each variable. Then, a subset of all metabolites could
be identified by setting a threshold value. Variable importance
analysis methods consist of model-free and model-based ap-
proaches. One group of the model-free approaches is based on
simple univariate test statistics methods without using the model
information, such as t test, fold change and Wilcoxon rank-sum test.
They reflect whether the difference between healthy and diseased
groups' averages is statistically significant. The other group is based
on the features of relationship between variables and classification
label, such as correlation coefficient, information gain, Euclidean
distance and mutual information. As for model-based approaches,
they are tied to the model performance including model-fitting and
model-prediction approach. Model-fitting approach is commonly
used when the established model fits itself, which contains partial
least squares (PLS) weights [10], PLS loadings [10], regression co-
efficient (RC) [11], variable importance in projection (VIP) [12] and
selectivity ratio (SR) [13—15]. Model-prediction approach is based
on the model prediction performance by means of resampling
methods including jackknife, bootstrap and cross validation. Vari-
able importance analysis based on random variable combination
(VIAVC) [16], subwindow permutation analysis (SPA) [17], unin-
formative variable elimination (UVE) [ 18], random frog (RFrog)[19],
margin influence analysis (MIA) [20], RForest and LASSO are
assigned to the model-prediction approach. To date, researchers
have often applied a lot of different variable important analysis
methods to get as much as possible out of their data and present
only the most favorable results, and then interpret the biomarkers
that have a good performance with high classification accuracy.
However, it is possible that there exist many different subsets of
variables from different methods that can achieve the same or
similar predictive accuracy. Different variable importance analysis
methods are mostly likely to generate different variable rankings
due to their different principles even when considering top-ranking
variables. For instance, method “A” identifies the top three vari-
ables as potential biomarkers, whereas these biomarkers are not
recognized as top ranking by method “B”. Both methods have
discovered two different variable subsets that have the same clas-
sification accuracy. Consequently, it cannot assess which method is
accurate and feasible. Moreover, inconsistency between variable
rankings are often ignored in metabolomics research when

presenting a new data set, because they would make the inter-
pretation of results more confusing and arouse doubts on the
reliability of their data. As Franklin D. Roosevelt once said that
“there are as many opinions as there are experts”. Each method
generates a variable ranking list just as an expert presents an
opinion. The multiplicity of methods and the question of how to
deal with the different ranking results are very general issues in the
analysis of variable importance. To address this problem, a simple
and ideal solution is to take every ranking into account.

In this study, a strategy that can combine all methods' ranking
results, called rank aggregation firstly proposed by Vasyl et al. [21],
was introduced. It is an indispensable tool to merge individual
ranking lists into a single “super”-list reflective of the overall
preference or importance within the population. In other word, it
aims to find a “super”-list which would be as “close” as possible to
all individual ranking lists simultaneously. This “super”-list is
regarded as the final ranking for biomarker discovery. In this work,
we employed nine variable importance analysis methods from the
model-free and model based approaches, including t test, Wilcoxon
rank-sum test, Relief, PLS-RC, PLS-VIP, SPA, RFrog, MIA and RForest.
All nine methods were used on the two metabolomics data to
generate the rankings of variable importance. Rank aggregation
was then used to ensemble all the variable ranking and produce a
“super” ranking list. Finally, this ranking list was used to select the
best variable subset with the highest predictive classification
accuracy.

2. Methods and theory
2.1. Variable importance analysis methods

As illustrated in the section of introduction, the variable
importance analysis methods can be separated into two groups as
model-free and model-based approaches. In this section, the
methods we used for rank aggregation are introduced in brief.

2.1.1. Model-free approaches

Model-free approaches contain two different strategies. One is
based on univariate test statistics methods, such as t test and
Wilcoxon rank-sum test. The other one is based on the statistical
features between variables and classification label such as corre-
lation coefficient, information gain, Euclidean distance and Mutual
information.

2.1.1.1. T test statistic. A t test's statistical significance indicates
whether or not the difference between healthy and diseased
groups' averages. The smaller the P-value of t test, the larger the
significance difference of two groups. Each variable of data X will
have a P-value when calculating the difference between healthy
and diseased groups' averages by t test. All variables could be
ranked with the P-value by ascend.

2.1.1.2. Wilcoxon rank-sum test. Wilcoxon rank-sum test is a
nonparametric which is based solely on the order in which the
samples from the two groups. The smaller the P-value of Wilcoxon
rank-sum test, the larger the significance difference of two groups.
Thus, as like the t test, all variables could be ranked based on the P-
value by ascend. Since it compares to rank sums, the Wilcoxon
rank-sum test is more robust than the t-test because it is less likely
to manifest spurious results based on the existing of outliers.

2.1.1.3. Relief. Relief algorithm [22,23] is a correlation-based
method assigning a “relevance” weight to each variable, which is
meant to denote the relevance and redundancy analysis of the
variable to the target concept. The core idea of Relief is to estimate
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