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H I G H L I G H T S G R A P H I C A L A B S T R A C T

� A new residual modeling for non-
bilinear data is presented.

� The problem is addressed by extract-
ing the interference profile with
MCR-ALS.

� Total synchronous fluorescence
spectroscopy are conveniently mod-
eled.

� The novel algorithm perform better
than known second-order algo-
rithms.
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A B S T R A C T

A new residual modeling algorithm for nonbilinear data is presented, namely unfolded partial least
squares with interference modeling of non bilinear data by multivariate curve resolution by alternating
least squares (U-PLS/IMNB/MCR-ALS). Nonbilinearity represents a challenging data structure problem to
achieve analyte quantitation from second-order data in the presence of uncalibrated components. Total
synchronous fluorescence spectroscopy (TSFS) generates matrices which constitute a typical example of
this kind of data. Although the nonbilinear profile of the interferent can be achieved by modeling TSFS
data with unfolded partial least squares with residual bilinearization (U-PLS/RBL), an extremely large
number of RBL factors has to be considered. Simulated data show that the new model can conveniently
handle the studied analytical problemwith better performance than PARAFAC, U-PLS/RBL and MCR-ALS,
the latter modeling the unfolded data. Besides, one example involving TSFS real matrices illustrates the
ability of the new method to handle experimental data, which consists in the determination of
ciprofloxacin in the presence of norfloxacin as interferent in water samples.
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1. Introduction

Nowadays, there is a widespread acceptance in the analytical
community of the growing need for the study of increasingly
complex samples by improving the available analytical methods. In
thefieldof chemometrics, this fact is linked to the intensive research
ofnewmulti-waydatagenerationand its consequentmodelingwith
suitable algorithms [1–3]. Multi-way instrumental data carry the
intrinsic potential to achieve the second-order advantage, which in
principle permits analyte quantitation in samples containing
unexpected constituents (i.e., sample concomitants not included
in the calibration set). This property is especially interesting in the
field of complex sample analysis owing to the fact that it allows
building calibration models with a limited number of standards,
maintaining quality of analyte prediction ability regardless of the
presence of interferences, and without the need of previous
chromatographic or electrophoretic separation.

A literature search on the available second-order algorithms
capable of coping with the second-order advantage reveals an
interesting fact: most of them call for the property of trilinearity.
According to Olivieri et al. [1], the following requirements are
necessary to fulfill the multilinearity property: (I) constancy of
profiles across the different samples for each component; (II)
signal linearly related to the analyte concentration; and, (III)
bilinear signal for a given sample. The property of bilinearity
implies that a single component data matrix can be decomposed
into the product of two vectors, each containing the component
profile in one of the two data dimensions (a well-known example
of this kind of data is an excitation–emission fluorescence matrix,
EEM). This can be condensed in the concept of rank of a matrix, i.e.,
the number of bilinear terms needed to reproduce the data matrix.
If the rank is close to the number of responsive constituents, the
matrix is bilinear. When the three-way array built with standards
and test data matrices follow the trilinear structure, parallel factor
analysis (PARAFAC) [4] seems to be the appropriate algorithm,
because of its inner trilinear structure. A three-way array can then
be built with a set of second-order X data matrices. Each data
element in the array can be modeled by the following equation:

xijk ¼
XN

n¼1

ainbjnckn þ eijk (1)

where N is the total number of chemical constituents generating
the measured signal, ain is the relative concentration or score of
component n in the i-th sample, and bjn and ckn are the intensities
in the instrumental channels (or data dimensions) J and K,
respectively. The values of eijk are the elements of the three-
dimensional array E, representing the residual error, and having
the same dimensions as X. Summation in Eq. (1) implies that the
individual signals of the matrix constituents are additive. Usually
the loadings are normalized to unit length, and collected into the
loading matrices B and C, of size J�N and K�N respectively. The
scores are collected into the score matrix A (size I�N), which
reflects the relative concentration values of the various constit-
uents in all samples. This information is used in the context of
calibration to build a univariate plot. This plot allows the prediction
of analyte concentrations in unknown samples by projecting its
score onto the fitted line.

Very recently, Olivieri and Escandar discussed the different kind
of second-order data that can be gathered in the lab; their
characteristics and the most convenient algorithm to be employed
in each case [5]. Especial attention is paid onwhat they called “the
Cinderella type 3 data”, nontrilinear data which involve nonbi-
linear datamatrices, i.e., different spectral profiles for a component
in a single sample. This is one of the most difficult problems to be
solved. A reduced number of articles have been published dealing

with nonbilinear data from single sample components [6–11]
generated by (1) tandem mass-spectrometry (MS2) [6], (2) total
synchronous fluorescence spectroscopy matrix (TSFSM) [7–9], (3)
ultrafast time-resolved spectroscopy [10], and (4) two-dimension-
al nuclear magnetic resonance spectroscopy [11]. TSFSM data sets
are not bilinear due to the fact that synchronous spectral profiles
vary with the offset between excitation and emissionwavelengths
[7–15]. MS2 data sets are not bilinear because each fragment of a
single compound has a specific MS pattern in the second MS
dimension, making it impossible to describe the MS2 data in terms
of one MS profile in each dimension [6].

To the best of our knowledge, there are only two
publications, which have been reported by our group, exploiting
the second-order advantage on TSFSM data for quantitation
purposes [8,9]. Essentially, synchronous spectroscopy consists
in simultaneously scanning both the excitation and the
emission monochromators while maintaining a constant wave-
length interval (Dl) between them. The judicious choice of Dl
values along with the reduction of excitation and emission band-
widths often provides the spectral simplification needed to
overcome severe overlapping in the analysis of multi-component
samples.

Spectral simplification is always possible under proper
instrumental parameters [16]. Unfortunately, in some cases
synchronous fluorescence spectroscopy needs to be combined
with a multivariate calibration method. This is particularly true
for the direct analysis of complex samples of unknown
composition having multiple fluorescence species [14]. In
addition to resolving spectral overlapping, the chosen algorithm
should be able to handle nonbilinear signals. Although U-PLS/
RBL has been proposed for this task [5], the RBL procedure only
works properly when data from unexpected components are
bilinear. This is due to the fact that RBL models the signals of
unexpected components via singular value decomposition (SVD)
[17]. Therefore, the number of components needed to model the
data may be extremely large, precluding the possibility of
modeling the full variability of the data by only using a few of
the first components. Thus, RBL will probably fail to model the
matrix, not because of inability to model a nonbilinear matrix,
but because of the fact that the large series of bilinear
components that would be required to do so is truncated in
some arbitrary way, i.e., if fifteen RBL components are necessary
to model the variability of one interferent, this number should
be truncated because it is not practical, or even feasible,
especially when more than one interferent should be consid-
ered.

In an earlier work [8], the second-order advantage was
gained from TSFSM data modeling with both U-PLS/RBL and
MCR-ALS, but in the latter case the second-order data were
previously unfolded assuming that the unfolded-TSFSM data set
have a bilinear structure [12], i.e., the strategy consisted in
modeling first-order responses with MCR-ALS, and exploiting
the potentiality of the correlation constraint [18].

Herein, we present a novel method that comprises nonbi-
linear partial least squares followed by the modeling based on
MCR-ALS with the correlation constraint. During the interferent
modeling step, profiles corresponding to interfering species are
extracted by MCR-ALS processing of unfolded data and
incorporated into a step which updates the PLS scores in order
to minimize the residual of the model. The new algorithm has
been named unfolded partial least squares with interference
modeling of non bilinear data by multivariate curve resolution
by alternating least squares (U-PLS/IMNB/MCR-ALS). Both
simulated and experimental data sets are used to compare
the prediction ability of the new method to conventional U-PLS/
RBL, PARAFAC and the previously mentioned unfolded MCR-ALS.
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