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The multilinear regression method is applied for quality prediction and quality-relevant monitoring in batch
processes. Four multilinear partial least squares (PLS) models are investigated, including three higher-order
PLS (HOPLS) models, termed as HOPLS-Tucker, HOPLS-RTucker and HOPLS-CP, and the N-way PLS (N-PLS)
model. These multilinear PLS methods have two advantages as compared to the unfold-PLS method. Firstly,
they retain the inherent three-way representation of batch data and avoid the disadvantages caused by data
unfolding, resulting in more stable process models. Secondly, they summarize the main information on each
mode of data and describe the three-way interactions between them, and therefore have better modeling
accuracy and intuitive interpretability. Online quality prediction and quality-relevant monitoring methods are
developed by combining multilinear PLS with the moving data window technique. These methods are tested
in a fed-batch penicillin fermentation process. The results indicate that the multilinear PLS method has higher
predictive accuracy, better anti-noise capability and monitoring performance than the unfold-PLS method.
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1. Introduction

Batch process is widely used to produce low volume and high value-
added products, including polymers, chemicals, pharmaceuticals and
semiconductors, because of its high flexibility to adapt the rapidly
changing market situations. The increasing international competition
has aroused the demand for high quality products. Reliable process
monitoring as well as precise quality prediction and control are
therefore necessary to ensure the safe and profitable operation of
batch processes. The processmonitoring aims towarn abnormal operat-
ing conditions by timely detecting and diagnosing process faults, which
is helpful for taking corrective actions to recover the normal production
and enhance the process safety. The objective of quality prediction and
control is to estimate the product quality from operating conditions in a
fast and accurate way, and further to derive better operating conditions
that can reach a high product quality. However, process monitoring and
quality prediction are difficult for batch processes, because they suffer
not only from those intractable nonlinear and time-varying process
behaviors, but also from the unavailable online quality measurements,
batch-to-batch variations, and so on.

In last decades, data-driven processmonitoring and controlmethods
have been widely accepted in various industrials, benefiting from the
widespread application of automation instrument and data acquisition
technologies. Data-driven methods build process models using opera-
tion data and rarely require the knowledge of process mechanism.

Therefore, they are especially applicable for those complicated industri-
al processes, in which precise first-principle models are not available or
difficult to be built. Different from continuous processes, operation data
of a batch process are usually recorded in a three-way data array with
three directions of batch, variable and sampling time. Bilinear analysis
methods andmultilinear analysis methods are often adopted to analyze
this three-way data array. The bilinear analysis method is also known
as the unfolding method, including multiway principal component
analysis (MPCA) [1], multiway partial least squares (MPLS) [2],
multiway independent component analysis (MICA) [3], and so on.
These methods unfold the three-way data array to a matrix along the
batch-wise or variable-wise direction firstly, and then build process
models based on the unfolded data. However, multilinear analysis
methods maintain the three-way representation of the data array and
build process models using tensor decompositions, such as parallel
factor analysis (PARAFAC) [4] and Tucker3 decomposition [5].

So far, bilinear methods, especially MPCA and MPLS, have attracted
more research attention than multilinear methods in process control
applications. Lots of MPCA/MPLS-based process monitoring and quality
prediction methods have been developed. For example, Lee et al. [6]
proposed a multiway kernel PCA method for monitoring nonlinear
batch processes. Lu and Gao [7] and Zhao et al. [8] presented two
phase-based PLS methods for the quality prediction of multiphase
batch processes, which take the multiphase feature of batch processes
into account. Yu [9] proposed a multi-way Gaussian mixture model
based adaptive kernel partial least squares (MGMM-AKPLS) method
to predict quality variables in nonlinear batch processes. As mentioned
above, the MPCA/MPLS-based methods need to unfold the three-way
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batch data before building process models. However, two potential
disadvantages are caused by the data unfolding operation. Firstly, the
unfolded data may have the “large variable number but small sample
size” problem. For instance, when a three-way array X(10 × 10 × 100)
containing 10 batches, 10 variables and 100 time slices is unfolded to
a matrix X(10 × 1000), only ten samples are available for PCA or
PLS to compute the 1000-dimensional loading vectors, probably
resulting in an unreliable estimate of model parameters [10]. Secondly,
MPLS and MPCA fail to offer an explicit description of the three-way
interactions in the batch dataset, because the three-way data structure
is destroyed and the information from two directions is convolved
together after data unfolding. These two disadvantages may reduce
the monitoring performance, prediction ability and interpretability of
MPCA/MPLS models.

In recent years, researchers have started to analyze batch data with
multilinear (i.e., tensor) analysis methods, where batch data are repre-
sented in their natural three-way form as tensors. For example, Meng
et al. [4] and Louwerse and Smilde [5] applied PARAFAC and Tucker de-
composition for batch process monitoring, respectively. Luo et al. [11]
proposed a generalized Tucker2 (GTucker2) model for monitoring
uneven-length batch processes. Since the batch data array is inherently
three-way, using multilinear analysis methods can naturally avoid the
disadvantages caused by data unfolding. Multilinear models commonly
have much fewer parameters than MPCA/MPLS models, because
batch data are compressed in three directions instead of two. These
multilinearmodels are therefore expected to bemore stable [5]. Besides,
multilinear models can summarize all main effects and interactions in
batch data, because they extract the main information on each mode
of data and describe the relations between them [12]. Thus, multilinear
models have better modeling accuracy and intuitive interpretability.
Particularly, twomultilinear regression algorithms have been proposed,
i.e., higher-order partial least squares (HOPLS) [10] and N-way partial
least squares (N-PLS) [13]. HOPLS and N-PLS both have some
advantages as compared to unfold-PLS (MPLS), including robustness
to noise, stabilized solution, increased predictability and intuitive
interpretability [10,13]. These multilinear regression methods may
have good application prospects in batch processes.

In this paper, themultilinear regressionmethod is applied for quality
prediction and quality-relevant monitoring in batch processes.
Four multilinear PLS models, including HOPLS-Tucker (i.e., HOPLS),
HOPLS-RTucker, HOPLS-CP and N-PLS, are investigated. Especially,
HOPLS-RTucker and HOPLS-CP are two new multilinear PLS models,
which are derived by imposing extra restrictions on HOPLS-Tucker.
HOPLS-RTucker aims to handle the multi-way data with a specific
(or free) mode, on which the information remain unchanged. HOPLS-
CP replaces the Tucker decomposition used in HOPLS-Tucker with
the CP decomposition (i.e., canonical decomposition/parallel factor
analysis) [14] to simplify the model and improve the computational ef-
ficiency. Online quality prediction and quality-relevant monitoring
methods are then proposed by combining multilinear PLS with the
moving data window technique. Monitoring statistics named T2, Qx

and Qy are constructed for fault detection, and the contribution plot is
applied for fault diagnosis. These methods are tested in a fed-batch
penicillin fermentation process. The results show that multilinear PLS
outperforms MPLS (i.e., unfold-PLS) in terms of higher predictive
accuracy, better anti-noise capability, higher fault detection rates and
lower false alarm rate.

2. Notation and preliminaries

2.1. Notation and definitions

Tensors (multi-way arrays), matrices and vectors are denoted by
underlined boldface capital letters, boldface capital letters and boldface
lowercase letters respectively, e.g.,X,X and x. The order of a tensor is the
number ofways ormodes. The ith entry of a vector x is xi. The ith column

of a matrix X is xi and the element (i, j) is xij. The element (i1, i2, …, iN)
of an Nth-order tensor X∈ℜI1�I2�⋯�IN is xi1 i2⋯iN . X

(n) and x(n) denote
the nth factor matrix and factor vector in a sequence, respectively. X(n)

is the mode-n matricization of a tensor X [14]. Symbols “∘”, “⨂”
and “⨁” denote the vector outer product, Kronecker product and
Khatri–Rao product, respectively. The superscript “+” denotes the
Moore–Penrose pseudoinverse.

The norm of an Nth-order tensor X∈ℜI1�I2�⋯�IN is kXk ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
I1

i1¼1
∑
I2

i2¼1
⋯∑

IN

iN¼1
x2i1 i2⋯iN

s
. The n-mode product of a tensor X∈ℜI1�⋯�In�⋯�IN

with a matrix A∈ℜ J�In or with a vector t∈ℜIn is Y¼X�nA∈

ℜI1�⋯�In−1� J�Inþ1�⋯�IN with yi1⋯in−1 jinþ1⋯iN ¼ ∑
In

in¼1
xi1⋯in⋯iN a jin or Y¼X�nt∈

ℜI1�⋯�In−1�Inþ1�⋯�IN with yi1⋯in−1 inþ1⋯iN ¼ ∑
In

in¼1
xi1⋯in⋯iN tin [14,15]. For two

tensors X∈ℜI1�⋯�In�⋯�IN and Y∈ℜ J1�⋯�In�⋯� JM with the same size on
the nth-mode, their n-mode cross-covariance is Z¼hX ;Y ifn;ng∈
ℜI1�⋯�In−1�Inþ1�⋯�IN� J1�⋯� Jn−1� Jnþ1�⋯� JM with zi1⋯in−1 inþ1⋯iN j1⋯ jn−1 jnþ1⋯ jM ¼

∑
In

in¼1
xi1⋯in⋯iN y j1⋯in⋯ jM

.

The Tucker decomposition of a tensor X∈ℜI1�⋯�In�⋯�IN is concisely
expressed as [14,15]

X ≈ G�1A
1ð Þ�2⋯�NA

Nð Þ ≡ G;A 1ð Þ;…;A Nð Þ
l m

where G∈ℜ J1�⋯� Jn�⋯� JN is the core tensor, and AðnÞ∈ℜ Jn�In denotes
factor matrices. The canonical decomposition/parallel factor analysis
(CP) of a tensor X∈ℜI1�⋯�In�⋯�IN is concisely expressed as [14,15]

X ≈
XR
r¼1

a 1ð Þ
r ∘a 2ð Þ

r ∘⋯∘a Nð Þ
r ≡ A 1ð Þ;…;A Nð Þ

l m

where aðnÞ
r ∈ℜIn is the rth-column vector of matrix A(n).

2.2. Bilinear PLS and unfold-PLS

The partial least squares (PLS) is a well-known multivariate regres-
sion method for two-way data [16]. The unfold-PLS, also known as
MPLS, is an extended version of PLS to deal with three-way data [2].
The relation between PLS and MPLS is that MPLS performs ordinary
PLS on two matrices unfolded from three-way data arrays. Given two
three-way data arrays X(I × J × K) and Y(I × M × N), they are unfolded
into twomatricesX(I × JK) and Y(I ×MN).MPLS decomposesmatricesX
and Y as

X ¼
XR
r¼1

trpT
r þ E ¼ TPT þ E

Y ¼
XR
r¼1

trqT
r þ F ¼ TQ T þ F

ð1Þ

where tr (I × 1) are score vectors, p( JK × 1) and q(MN × 1) are loading
vectors, and R is the number of score vectors. E(I × JK) and F(I ×MN) are
residual matrices. T= [t1,…, tR] is the score matrix, P= [p1,…, pR] and
Q = [q1, …, qR] are loading matrices. MPLS has the same properties as
PLS. More detailed descriptions about MPLS can be found in ref [2].

3. Multilinear PLS

3.1. A brief review of multilinear PLS methods

The conventional bilinear PLS cannot deal with multi-way data
directly. The unfold-PLS is applicable for multi-way data by using the
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