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Herewe report a novel, fast and efficient algorithm for variable selection, the batch pruning algorithm (BPA). The
method combines the artificial neural networks (ANN) ensemble learning and self-organized map (SOM) of
Kohonen for clustering of descriptors, followed up with a selection of an optimal smaller subset of descriptors
from each cluster based on calculated sensitivity of input neurons. BPA was validated on two publicly available,
structurally diverse datasets: 584 inhibitors ofM. Tuberculosis (MTB) growth and 1015 phosphodiesterase type 4
(PDE4) inhibitors. BPAwas able to identify a smaller subset of 5% ofmolecular descriptors (out of about 1200 cal-
culated with Talete Dragon) 50–100 times faster compared to conventional stepwise pruning methods (SPM),
and yielded QSAR models of similar or slightly better accuracy as measured by Q2 (0.73–0.77), RMSE (0.50–
0.72) and MAE (0.36–0.57). 97% of compounds were predicted within 1 log unit. It took only 1.47 h to find the
best set of descriptors by BPA compared to 119 h by ANN SPM for the MTB dataset, and 3.0 h compared to
237 h for the PDE4 set. Due to its high predictive accuracy and speed, BPAmay findwide applicability in building
better machine learning models to predict activity, selectivity, physical and ADMET properties for large datasets,
and a large number of descriptors within reasonable time.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Machine learning techniques are widely used in chemometrics and
modern drug discovery to analyze spectra, data modeling and for
prediction of activity, selectivity, physical, absorption, distribution,
metabolism, excretion, and toxicity (ADMET) properties of chemical
entities. The most popular methods in chemometrics are principal
component analysis (PCA), multiple linear regressions (MLR), partial
least squares (PLS), k-nearest neighbors (k-NN), random forest (RF), re-
cursive partitioning (RP), support vector machines (SVM), and artificial
neural networks (ANN). To build a predictivemodel one has to calculate
a large number of molecular descriptors, varying from simple atomic
counts to complicated molecular properties. Hopefully, some of the
calculated descriptors will provide a predictive (ideally, causative; not
necessarily linear) correlation or a trend with activity or other im-
portant characteristics [1]. Nowadays, it is possible to quickly generate
thousands of molecular descriptors and fingerprints. However, a lot of

them do not provide any significant correlation (or trend) with the ac-
tivity, thus carrying the “noise”, or are highly correlated with each
other and carry similar information with some variability [2]. Inappro-
priate variable selection from a large pool of descriptors can result in
“chance correlations” (non-predictive) and yield models with little or
no predictive ability. Several statistical methods have been used to
select the appropriate set of molecular descriptors for model building.
Traditionally, methods such as principal component analysis (PCA) or
partial least squares (PLS) were employed [3]. More recently, due to
increased computer power, artificial intelligencemethods have become
more popular [4–7]. A large variety of computed descriptors in
combination with numerous powerful statistical and machine learning
techniques allow creating predictive and robust models with superior
performance [8,9]. Nevertheless, many of these variable selection
methods are linear (eliminating one descriptor at a time) and work very
slowly with large datasets and a large number of descriptors [6,7]. Thus,
development of fast and accurate methods for selection of a set of the
most important descriptors remains a challenging problem.

Here, we introduce a fast and efficient algorithm for descriptor selec-
tion for artificial neural networks. Previously, we showed that the de-
scriptor pruning algorithms are a very efficient way for reducing the
number of input parameters and selecting a set of the most predictive
ones for a variety of activities [10,11]. These algorithms operate in a
manner similar to step-wise multiple linear regression analysis and on
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each step, exclude one input parameter that was estimated to be non-
significant [6]. Here we apply our previously developed methodology
[12,13] for selection of input variable by ANN in combination with
descriptors clustering with Kohonen's self-organizing map (SOM). We
combined together our set of algorithms, which consists of the feed-
forward neural networks trainedwith a back propagation learning algo-
rithm (BPNN) [14], self-organizing map of Kohonen [15], k-nearest
neighbors (KNN), and descriptor pruning methods applied earlier [6,
7]. First, we used the Kohonen's SOM to perform descriptors clustering,
and then we applied our pruning methods to select a subset of descrip-
tors from each cluster for BPNN training. The combination of these two
algorithms results in identification of a much smaller set of predictive
descriptors in a fraction of the timewhen compared to the known linear
selection methods. The k-nearest neighbors approach was used for
correction of predicted values averaged over an ensemble of neural
networks based on errors in prediction of k-nearest neighbors in chem-
ical space or in space of an ensemble of BPNN models [16]. This proce-
dure of correcting predicted values based on a set of “neighboring”
molecules (in chemical, descriptor ormodel space) is targeted to dimin-
ish the systematic error for a subset of chemical space and known as
local correction (LC) or associativememory approach [17,18]. The com-
bination of BPNN and k-nearest neighbors for local correction is known
as associative neural network (ASNN) [16]. ASNN uses correlation be-
tween ensemble responses as a measure of distance amid the analyzed
cases for the nearest neighbor technique. The associative memory
significantly improves predictive accuracy of models without a need
to retrain the neural network ensemble of models.

2. Materials and methods

The study was divided into four parts: (1) creation of the training
and test sets, building molecules, and optimizing their 3D geometries;
(2) calculation of molecular descriptors; (3) derivation of predictive
models usingANNwith linear and BPA descriptor selection; and (4) val-
idation of resulting models. We used ChemAxon software to optimize
the 3D geometries of the molecules and Dragon 5.5 for descriptor
calculation. Analysis of the data, descriptor selection, and model build-
ingwas performedwith theASNN approach using our BPA routinewrit-
ten in C++.

2.1. Composition of training and test sets and calculation of molecular
descriptors

We validated our new descriptor selection algorithm on two
datasets from our previously published work [19,20]. The first dataset
consisted of 584 compounds capable of inhibiting M. Tuberculosis
(MTB) with activities expressed as minimal inhibitory concentrations
(MIC) ranging from 0.00328 to 2800.34 μM. As the second dataset we
chose a diverse set of 1015 inhibitors of phosphodiesterase type 4
(PDE4) with IC50 values ranging from 0.05 nM to 660 μM. The SMILES
strings representing the molecular structures, their corresponding
activities, and a full list of publications are available as an Excel file in
the Supplementary Materials.

The 3D geometries of molecules were generated by ChemAxon
Standardizer [21] from their SMILES notations and stored in SDF format.
A set of 3224 molecular descriptors was then computed by Dragon 5.5
software [22]. Dragon calculates a large set of molecular descriptors
such as geometrical, constitutional and topological descriptors, connectiv-
ity and information indices, topological charge indices, atom-centered
fragments, molecular properties, and many others [1,22]. Constants and
descriptors with coefficient with variance less than 5% were deleted. In
addition, if any of two descriptors were at least 99% correlated, one of
them was deleted. Detailed description of the Dragon descriptors can be
found here: http://www.talete.mi.it/products/dragon_description.htm.
As result, the 1192 descriptors were kept for the MTB dataset and 1226
for the PDE4 dataset.

2.2. Batch pruning algorithm

Our new developed algorithm consists of two main recursive parts.

Unsupervised: the self-organized map of Kohonen was used for de-
scriptor clustering and selection of a smaller descriptor subset from
each cluster.

Supervised: an ensemble of ASNN was used for building predictive
models with high generalization capability.

These stepswere repeateduntil ASNNcould not be trained further in
terms of decreasing the root mean square error (RMSE) of predictive
values, and improving cross-validated squared correlation coefficient,
Q2. The flow chart diagram describing the developed algorithm is
given in Fig. 1. Here is a more detailed description of the proposed
algorithm.

During the first step, the training set was prepared, molecular de-
scriptors were calculated, and supervised learning was performed
using a variant of BPNN known as the Associative Neural Network
with one hidden layer [16]. The SuperSAB algorithm was used in
BPNN training [23]. The neural networks had a number of input neurons
equal to the number of descriptors. One hidden layer with 5 neurons
was used in the calculations (please refer to Results and discussion
howwe arrived at this number).Weights were initializedwith different
random numbers within [−0.5; +0.5] for each of 100 networks in the
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Fig. 1. Flowchart diagram for the batch pruning algorithm (BPA) variable selection
procedure for artificial neural networks. Nc is the current number of descriptors, Nmin is
the minimal number of descriptors (usually, Nmin = 2). Ec is the current RMSE value;
Emin is the minimal RMSE (in the first step, Emin = 106).
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