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As a traditional linear regression model, the partial least squares (PLS) could not handle the nonlinearities in
spectral quantitative analysis. This paper focuses on four types of nonlinear partial least square (NPLS) models:
the internal NPLS model, the external NPLS model, the nonlinear components extracted NPLS model and the
kernel NPLS model. The internal NPLS model adopts the neural network as the nonlinear function to describe
the inner relation. For the external NPLS model, the PLS regression is performed on the extended input matrix
which contains the nonlinear terms of the independent variables. The nonlinear components extracted NPLS
model extracts the nonlinear principal components by selecting the weight vectors with PLS, and then the non-
linear relationship between the nonlinear principal components and the dependent variables is established. For
the kernel NPLS model, the original input is transformed into a high-dimensional space by the nonlinear kernel
functions and the PLS regressionmodel is built in the new feature space. The 10-fold root–mean–squares error of
cross validation is the criterion to decide the optimal parameters of these models. The performance of the differ-
ent regressions is demonstrated by three real spectral datasets: themeat dataset, the flue gas dataset of gas-fired
plant and the flue gas dataset of coal-fired plant. The results suggest that the internal NPLSmodel with the radial
basis function neural network, the external NPLS model with the radial basis function neural network and the
kernelNPLSmodelwith polynomial kernel function have a higher predictive ability for spectral quantitative anal-
ysis in most cases.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Spectroscopy is a non-destructive, fast, and informative measure-
ment technique [1,2]. In recent years, spectral analysis has increasingly
been adopted in a variety of chemical fields such as in the pharmaceuti-
cal [3], food [4], biomedical [5], agricultural [6,7] and petrochemical [8]
areas. Based on thewavelength signals, spectral analysis is to predict the
component concentrations by regression models. Partial least squares
(PLS) is a well-known multivariate regression algorithm for quantita-
tive analysis of spectral data [9,10]. The traditional PLS only extracts
the linear correlations between the independent variables (the wave-
length signals) and the dependent variables (the component concentra-
tions) [11]. In practice, however, the ambient conditions, the instrument
variation, and the analyte characteristics may result in nonlinearities in
spectra [12]. In order to improve the predictive accuracy, nonlinear
partial least squares (NPLS) has been investigated [13,14]. There are
many types of NPLS models and they could be classified as follows.

The first type is the internal NPLS model. Instead of the original
inner linear function, it adopts nonlinear functions to describe the

relationship between the latent variables [15]. The quadratic partial
least squares algorithmmodifies the relationship between the indepen-
dent latent variables and the dependent latent variables to be nonlinear
[16,17]. Nevertheless, because the predefined form of the quadratic
function is fixed, the nonlinearity of the model may be limited [18].
With the spline inner function, the spline partial least squares is to fit
nonlinearity, while this algorithm may suffer from over-fitting or local
minima [19–21]. Neural network is an adaptive nonlinear dynamic sys-
tem [22–24]. With a suitable combination of weights and activation
functions, the neural network could approximate any nonlinear func-
tion in sufficient accuracy [25–30]. Using the neural network as the
inner function, the internal NPLS would have the advantages of the ro-
bustness of PLS aswell as the nonlinear capability of the neural network.

The second type is the external NPLSmodel with extended indepen-
dent input. The independent input matrix is augmented to include the
nonlinear terms of the independent variables. Then, PLS regression is
performed on the extended input matrix [31,32]. The quadratic and
cross-product combinations of input variables are used as additional
input terms to PLS model to build nonlinearity in reference [33]. Since
the selection of the nonlinear terms and the relevant coefficients rely
on prior knowledge, this method is restricted in the application of
spectral analysis. Reference [34] provides a version of NPLS, which
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transforms the original variables from the input layer into the hidden
layer with a neural network, and then PLS is utilized to relate the out-
puts of the hidden layer to the dependent variables. This algorithm
may lose the information of the original input matrix. Considering the
relationship between the independent variables and the dependent var-
iables, we use the outputs of the hidden layer in a neural network as the
nonlinear extensions of the input matrix. The nonlinear extensions and
the original input variables constitute the new inputmatrix of the exter-
nal NPLS model.

The third type is the nonlinear components extracted NPLS model
which adopts two neural networks. By selecting the weight vectors
with PLS, the algorithm uses a neural network to extract the nonlinear
principal components, namely, the latent variables of independent var-
iables [35,36]. Then the nonlinear relationship between the nonlinear
principal components and the dependent variables is established by an-
other neural network [37]. Principal component analysis is a linear tech-
niquemappingmulti-dimensional data into lower dimensions [38]. As a
combination of the principal component analysis and neural networks,
nonlinear principal component analysis is proposed [39]. In reference
[40], based on the neural networks, the linear PLS is integrated with the
nonlinear principal component analysis to establish a robust estimation
method. With the same approximate property as the neural network,
the robust estimation method could handle nonlinear problem well.

The fourth type is the kernel NPLS model. According to Cover's the-
orem, the nonlinear data structure is more likely to be linear after
high-dimensional nonlinear mapping [41]. For the kernel NPLS model,
the original input data are transformed into a high-dimensional feature
space by the nonlinear kernel functions. Then, a liner PLS regression
model is established in the new feature space [42,43]. Several versions
of kernel NPLS have been investigated in literature. The covariance ker-
nel partial least squares is presented in [44]. Reference [45] describes
the kernel partial least squares algorithmwith quadratic and cubic poly-
nomial kernel function. Gaussian kernel function, a special case of radial
basis function kernels, is introduced to kernel partial least squares in
[46]. Themain advantage of the kernel NPLSmethod is that it does not in-
volve nonlinear optimization procedure and could possess low computa-
tional complexity similar to that of linear PLS [47]. In addition, it can
handle a wide range of nonlinearities by different kinds of kernel func-
tions and adjustable parameters [48].Whereas, the kernel NPLS is not re-
sistant to bad leverage points (outlier in the space of input variables) [49].

In this paper, we emphasize four types of nonlinear partial least
squares regressions for spectral quantitative analysis. They are the inter-
nal NPLS model, the external NPLS model, the nonlinear components
extracted NPLS model and the kernel NPLS model. For the internal
NPLS and external NPLS, two popular neural networks, the back propa-
gation neural network and the radial basis function neural network are
employed. The regression models in this article are listed as follows:

⋄ The partial least squares (PLS)
⋄ The back propagation neural network (BPNN)
⋄ The radial basis function neural network (RBFNN)
⋄ The internal NPLS model with BPNN (BPI-NPLS)
⋄ The internal NPLS model with RBFNN (RBFI-NPLS)
⋄ The external NPLS model with BPNN (BPE-NPLS)
⋄ The external NPLS model with RBFNN (RBFE-NPLS)
⋄ The nonlinear components extracted NPLS model (NC-NPLS)
⋄ The kernel NPLSmodelwithpolynomial kernel function (Poly-KNPLS)
⋄ The kernel NPLS model with Gaussian kernel function (Gaus-KNPLS)
⋄ The kernel NPLS model with Sigmoid kernel function (Sig-KNPLS)
⋄ The kernel NPLSmodelwith exponential kernel function (Exp-KNPLS)
⋄ The kernel NPLS model with Fourier kernel function (Fou-KNPLS).

To evaluate the effectiveness of these models, the root–mean–
squares error of cross validation, the root–mean–squared error of
prediction, the squared correlation coefficient of prediction and the
squared correlation coefficient of cross validation are presented. The

experiments are conducted with three real datasets: a meat dataset, a
flue gas dataset of gas-fired plant and a flue gas dataset of coal-fired
plant. The organization of this paper is as follows: Section 2 reviews
the relevant algorithms. The experimental datasets and procedure are
provided in detail in Section 3. In Section 4, the experiments results
are discussed. Finally, Section 5 concludes the paper.

2. Relevant algorithms

For the quantitative analysis of spectral data, the absorbance of each
wavelength is the independent input matrix X ∈ Rn × m and the compo-
nent concentration is the dependent output matrix Y ∈ Rn × s.

2.1. PLS

As is shown in Fig. 1, the regression equations of PLS can be demon-
strated by:

X ¼ TPT þ E ¼
Xr
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Fig. 1. The structure of the PLS model.

Fig. 2. The structure of the internal NPLS model.
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