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Many industrial processes havemultiple operating modes due to various factors, such as alterations of feedstock
and compositions, different manufacturing strategies, fluctuations in the external environment, and various
product specifications. There are just a few literatures concerning hidden Markov model in multimode process
monitoring. And HMM has not been explored to deal with transitional modes. Besides, those monitoring
methods fail to take advantage of internal elements of HMM. In this article, a novel monitoring scheme based
on hidden Markov mode (HMM) is proposed for multimode process with transitions. To begin with, a hidden
Markov model is trained on the basis of the measurement data. Then a probability ratio strategy based on
HMM is developed to identify stable modes and transitional modes. Further, the Viterbi algorithm classifies sam-
ples into variousmodes and a newmonitoring indication is built based on the elements of HMM in eachmode for
fault detection. At last, the effectiveness of the proposedmethod is demonstrated through a numerical simulation
and the Tennessee Eastman process.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Fault detection is one of the most important tasks for the successful
operation of any chemical process as it is essential to ensure the stable
operation of chemical plants, maintain product quality at desired
grades, optimize production profit, and improve plant safety and envi-
ronmental sustainability. Multivariate statistical process monitoring
(MSPM) is growing popular due to the availability of big data generated
by large-scale chemical processes. MSPM techniques, such as principal
component analysis (PCA) and partial least-squares (PLS), have been
intensively investigated and widely applied to chemical process moni-
toring with success [1–3]. To overcome the limitations, including non-
linearity and dynamics of processes, improvements on traditional
methods and other complementary MSPM have been proposed, for
example, ICA, KPCA, DPCA, SVDD, and manifold-learning methods
[4–9]. However, it should be noted that these approaches often assume
that the process operateswithin a singlemode. In fact, complex chemical
manufacturing processes frequently work at multiple operating modes
due to various factors, such as alterations of feedstock and compositions,
different manufacturing strategies, fluctuations in the external environ-
ment, and various product specifications. Consequently, mode shifts
greatly confine the scope of applications of the conventional methods.

In order to monitor multiple operating modes processes, some
research efforts have been reported. Chen and Liu [10] proposed a mix-
ture principal component analysis (MixPCA) model detector, which is a
group of PCA models. Zhao [11,12] handled processes with multiple

operatingmodes throughmultiple PCAmodels andmultiple PLSmodels.
These approaches constructed multiple models for different operating
modes and the monitoring task is carried out then. Based on this idea,
Liu [13], Yoo et al. [14], Ng et al. [15], Khediri et al. [16], and Zhu et al.
[17] came up with other techniques. Recently, the Bayesian framework
and the combination strategy were used. Yu and Qin [18,19] developed
a finite Gaussian mixture model (FGMM) and used the Bayesian
inference-based probability (BIP) index for process monitoring. Ge
and Song [20] presented a mixture Bayesian regularization method of
PPCA. Thesemethods integratedmonitoring results of different operating
modes in a probabilistic manner. However, transitional mode between
two stable modes is ignored by the above techniques. Zhao et al. [21]
put forward a soft-transition multiple PCA (STMPCA) modeling method
to overcome the hard-partition and misclassification problems of the
stage-based sub-PCA modeling method. This is based on the idea that
process transition can be detected by analyzing changes in the loading
matrices. After the initial stage division, a transition model is expressed
as a weighted sum of two phase models. Then different monitoring
models are established in transition regions. Yao et al. [22] improved
STMPCA by using angle-based transition identification and modeling
strategy. Tan et al. [23] employed the similarity of data characteristics
of the sampling window to realize mode identification. Then a transi-
tion can be modeled by a series of sub-models for monitoring.

In contrast to traditional approaches, hidden Markov models
(HMM)-based methods have not been explored widely and deeply
in multimode process monitoring. Yu [24] applied HMM to model
complicated data distribution with nonlinear and multimodal features
and developed two HMM-based process monitoring quantification indi-
cations. M. Rashid and Yu [25] presented an HMM-based ICA approach
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for chemical processes withmultiple operating conditions and inherent
system uncertainty. The hidden Markov model is built from measure-
ment data to estimate dynamic mode sequence. Further, the localized
ICA models are developed to characterize different operating modes
for online process monitoring purpose. The monitored samples can be
classified into the corresponding modes by HMM-based hidden state
estimation. Ning et al. [26] incorporated HMM and the window-based
SPA monitoring method in a single framework where HMM is also
adopted to identify the operating mode.

As far as we know, there exists no work applying HMM to deal with
transitional mode identification problem. In this paper, a probability
ratio strategy based on HMM is proposed to identify stable modes and
transitional modes. Then the Viterbi algorithm is employed to carry
out mode identification of stable modes. After mode identification, a
novel monitoring indictor based on HMM is used to commit the moni-
toring task for stable modes. It combines the Mahalanobis distance
and the observation probabilitymatrix. Some other traditional methods
are responsible for modeling and monitoring transitional modes.

The remainder of this article is organized as follows. First, an intro-
duction to hidden Markov models is presented. The elements of this
mathematical model are described. Subsequently, the proposed proba-
bility ratio strategy is developed using factors of HMM for mode identi-
fication. Then, the new monitoring indication is mathematically
formulated with the related analyses. So far, the proposed monitoring
framework is elaborated. After that, two examples, including a numeri-
cal simulation and the Tennessee Eastman (TE) process, are employed
to show the effectiveness of the proposed method. Finally, conclusions
of this work are given in the last section.

2. Hidden Markov model

HMM is a kind of probabilistic model extended fromMarkov chains
to generate the statistically inferential information on a series of state
sequences [27]. In general, it contains finite numbers of hidden states,
where each state outputs an observation at a certain time point. Each
hidden state is characterized by two sets of probabilities: a transition
probability between two states and an observation probability distribu-
tion. Not likeMarkov chains, HMMs are doubly stochastic processes: the
stochastic transition between one state to another state and stochastic
output observations generated at each state. Although the actual
sequence of states cannot be directly observable and is hidden from
the observer, it can be inferred from the observations. An HMM has
the following key ingredients [28].

(1) The hidden states:

S ¼ S1; S2;…; SNf g ð1Þ

where N denotes the number of hidden states.
(2) State transition probability distribution:

A ¼ ai j
� �

;1≤ i; j≤N ð2Þ

where aij=Pr(qt + 1= Sj|qt= Si), 1 ≤ i, j ≤N, and qt is the hidden
state at time t.

(3) The observations:

O ¼ O1;O2;…;OMf g ð3Þ

where M represents the number of distinctive observation per
state. M is defined to be infinite when the observation space is
continuous.

(4) The observation probability distribution:

B ¼ bi kð Þf g ð4Þ

where bi(k) = Pr(Ok|qt = Si), 1 ≤ i ≤ N, 1 ≤ k ≤ M.

(5) Initial hidden state probability distribution:

π ¼ πif g ð5Þ

where πi = Pr(qt = 1 = Si), 1 ≤ i ≤ N.

As listed above, the threemain components of an HMMare the state
transition probability matrix A, the measurement probability distribu-
tion matrix B, and the initial state probability distribution π. Then, for
convenience, the compact notation is used to indicate the complete
parameter set of the model:

λ ¼ A;B; πð Þ ð6Þ

In an HMM, the following three basic problems need to be solved:
training parameters of HMMs, calculating the probability of one obser-
vation sequence, andfinding a state sequence thatmatches the observa-
tion sequence perfectly. Therefore, there are three basic algorithms for
the above problems, respectively, namely, the Baum–Welch algorithm,
the forward–backward procedure, and the Viterbi algorithm [28].

3. Hidden Markov model-based approach for multimode process
monitoring

3.1. Mode identification

For multimode processes, mode identification refers to the assign-
ment of mode labels to samples. It contains two parts: mode identifica-
tion for offline modeling data, which means classifying modeling data
into different modes, and mode identification for online data, which is
selecting the proper model for online sampling [23]. It is important to
divide data with different characteristics into different modes. Here, a
probability ratio strategy based on HMM is proposed to identify stable
modes and transitionalmodes. Then, theViterbi algorithmclassifies sta-
ble modes data into distinct operating modes.

In thiswork, anHMMmodel is employed to characterizemultimode
processes with transitional modes. Each hidden state is representative
of a mode of operation as follows (the mode number N is determined
according to process knowledge):

S1 : the 1st oprating mode
S2 : the 2nd oprating mode
⋮
SN : the N‐th oprating mode

ð7Þ

The HMMmodel is trained by the Baum–Welch algorithm from the
observations which are measurement data. The training data consist of
data from stable modes and data from transitional modes.

Y T � Jð Þ ¼ Y1;Y2;…;YT½ �T ð8Þ

where Tmeans the number of observations and Jmeans the number of
variables.

In order to do the calculation, define a forward variable αt(i) as:

αt ið Þ ¼ Pr Y1;Y2;…;Y tf g;qt ¼ Sijλð Þ ð9Þ

which can be solved by the inductive steps as follows.

(1) Initialization

α1 ið Þ ¼ π ibi Y1ð Þ ð10Þ

with 1 ≤ i ≤ N.
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