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Soft sensors are widely used to estimate process variables that are difficult to measure online. However, their
predictive accuracy gradually decreases with changes in the state of the plants. We have been constructing
soft sensor models based on the time difference of an objective variable, y, and that of explanatory variables
(time difference models) for reducing the effects of deterioration with age such as the drift without model
reconstruction. In this paper, we have attempted to improve and estimate the prediction accuracy of time dif-
ference models, and proposed to handle multiple y-values predicted from multiple intervals of time differ-
ence. A weighted average is a final predicted value and the standard deviation is an index of its prediction
accuracy. This method was applied to real industrial data and then, could predict more number of data
with higher predictive accuracy and estimate the prediction errors more accurately than traditional ones.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Soft sensors have been widely used to estimate process variables
that are difficult to measure online [1,2]. An inferential model is con-
structed between those variables that are easy to measure online and
those that are not, and an objective variable, y, is then estimated
using that model. Through the use of soft sensors, the values of objec-
tive variables can be estimated with a high degree of accuracy. Their
use, however, involves some practical difficulties. One crucial difficul-
ty is that their predictive accuracy gradually decreases due to changes
in the state of chemical plants, catalyzing performance loss, sensor
and process drift, and the like. In order to reduce the degradation of
a soft sensor model, the updating of regression models [3,4] and
Just-In-Time (JIT) modeling [5,6] have been proposed. While many
excellent results have been reported based on the use of these
methods, there remain some problems for the introduction of soft
sensors into practice [7–9].

First of all, if soft sensormodels are reconstructed with the inclusion
of any abnormal data, their predictive ability can deteriorate [4,10].
Though such abnormal data must be detected with high accuracy in
real time, under present circumstances it is difficult to accurately detect
all of them. Second, reconstructed models have a high tendency to spe-
cialize in predictions over a narrow data range [11,12]. Subsequently,
when rapid variations in the process variables occur, these models can-
not predict the resulting variations in datawith a high degree of accura-
cy. Third, if a soft sensor model is reconstructed, the parameters of the

model, for example, the regression coefficients in linear regression
modeling, are dramatically changed in some cases. Without the opera-
tors' understanding of a soft sensor model, the model cannot be practi-
cally applied.Whenever soft sensormodels are reconstructed, operators
check the parameters of the models so they will be safe for operation.
This takes a lot of time and effort because it is not rare that tens of soft
sensors are used in a plant [13]. Fourth, the data used to reconstruct
soft sensor models are also affected by the drift. In the construction of
the model, data must be selected from a database which includes both
data affected by the drift and data after correction of the drift.

In order to solve these problems, it was proposed to construct
‘time difference models’ that are soft sensor models based on the
time difference of explanatory variables, X, and that of y for reducing
the effects of deterioration with age such as the drift and gradual
changes in the state of plants without reconstruction of the models
[7,8]. In other words, models which are not affected by these changes
must be constructed using not the values of process variables, but the
time difference in soft sensor modeling. The problems inherent in
model reconstruction as described earlier can be avoided because
time difference models do not have to be reconstructed and the
data is represented as the time difference that cannot be affected by
the drift. Besides, time difference models were applied in case that
there exists the nonlinearity of process variables [9] showed through
the analysis of actual industrial data that the time difference model
maintained its predictive accuracy for a period of three years, even
when the model was never reconstructed. However, its predictive ac-
curacy was lower than that of the updated model [8]. One of the rea-
sons would be that time difference model could not account for
variation changing over time.
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On the one hand, it is important to separate variations in the pro-
cess variables and a y-analyzer fault for process monitoring, fault de-
tection, and so on [4,13]. Kaneko et al. introduced applicability
domains (ADs) and distances to models (DMs) [14–19] concepts,
which is researched mainly in the field of quantitative structure–
activity relationship analysis [20], to soft sensors and then, proposed
to construct the relationships between ADs and the accuracy of pre-
diction of soft sensor models quantitatively and estimated the predic-
tion accuracy of new data online. The larger the DMs are, the lower
the estimated accuracy of prediction would be. Kaneko et al. used
the distances to the average of training data and to the nearest neigh-
bor of training data as DMs, obtained the relationships between the
DMs and prediction accuracy quantitatively, and then, false alarms
could be prevented by estimating large prediction errors when the
state was different from that of training data; further, actual y-analyzer
faults could be detected with certain accuracy [11]. Improvement of the
ability for estimating the prediction errors or the predictive accuracy of
soft sensor models is desired for process control.

It is expected that we can estimate prediction accuracy without
the effects of deterioration with age such as the drift and gradual
changes in the state of plants by using time difference, but DMs can-
not be simply modified to time difference since time difference is an
amount of change and thus, values of time difference in unsteady-
states can be the same values in steady-states. It is impossible for sim-
ple DMs with time difference to estimate prediction accuracy in this
situation.

Therefore in this paper, our objectives are set as follows:

1. To improve the prediction accuracy of time difference models
2. To estimate the prediction accuracy precisely

Then, we have focused attention on an interval of time difference.
In terms of prediction by using a time difference model, when an in-
terval is small, the model could not account for difference in process
variables between a state of a plant before a variation and a state
after that. On the other hand, when an interval is large, the difference
could be accounted for. Thus, we have proposed an ensemble predic-
tion method handling multiple y-values predicted by inputting multi-
ple intervals of time difference of X into a time difference model.

We introduce three types of weight averages as a final predicted
value; an average, a linear weighted average, and an exponentially
weighted average of the multiple predicted values. For the two latter
weighted averages, the larger a time interval is, the less or exponen-
tially less a weight is, because time difference from the older value
would have less influence on a target y-value. Besides, predictive ac-
curacy of a final predicted value will be high if variation in the multi-
ple predicted values is small and vice versa. Therefore, we have
proposed to use the standard deviation of the multiple predicted
values (SD) as a DM, that is, an index of prediction accuracy of a
final predicted value. By using the proposed ensemble prediction
method, we can estimate both a final predicted value of y and its pre-
dictive accuracy.

The proposed method is not an ensemble learning method such as
bagging [21] and boosting [22] but an ensemble prediction method.
While it is expected that variance of final prediction errors could be
small from the point of view of ensemble prediction concept [23],
we construct a single model for one data set including one objective
variable and use multiple y-values predicted by inputting multiple
intervals in prediction. Therefore, in practice, the proposed method
can save a lot of time and effort for development and maintenance
of soft sensors.

2. Method

We explain the proposed ensemble prediction method handling
multiple y-values predicted by inputting multiple intervals of time

difference of X into a time difference model. Before that, we briefly in-
troduce the time difference modeling method and traditional DMs as
compared methods.

2.1. Time difference modeling method [8]

In a traditional procedure, modeling relationship between explan-
atory variables, X(t), and an objective variable, y(t), is done by regres-
sion methods after preparing data, X(t) and y(t), related to time t. In
terms of prediction, the constructed model predicts the value of y(t′)
with the new data x(t′).

In time differencemodeling, time difference of X and that of y,ΔX(t)
andΔy(t), are first calculated between the present values, X(t) and y(t),
and those in some time i before the target time, X(t− i) and y(t− i).

ΔX tð Þ ¼ X tð Þ−X t−ið Þ ð1Þ

Δy tð Þ ¼ y tð Þ−y t−ið Þ ð2Þ

Then, relationship between ΔX(t) and Δy(t) is modeled by regres-
sion methods.

Δy tð Þ ¼ f ΔX tð Þð Þ þ e ð3Þ

where f is a regression model and e is a vector of calculation errors. In
terms of prediction, the constructed model, f, predicts the time differ-
ence of y(t′), Δy(t′), using the time difference of the new data, Δx(t′),
calculated as follows:

Δx t0
� � ¼ x t0

� �
−x t0−i
� � ð4Þ

Δypred t0
� � ¼ f Δx t0

� �� � ð5Þ

ypred(t′) can be calculated as follows:

ypred t0
� � ¼ y t0−i

� �þ Δypred t0
� � ð6Þ

because y(t′− i) is given previously. This method can be easily ex-
panded to a case that an interval i is not constant. By constructing
time difference models, the effects of deterioration with age such as
the drift and gradual changes in the state of plants can be accounted
for, because data is represented as time difference that cannot be af-
fected by these factors.

2.2. Traditional DM

Previously, we proposed a method to estimate the relationships
between DMs and the accuracy of prediction of soft sensor models
quantitatively [11]. For example, the Euclidean distance to the aver-
age of training data (ED) is used as a DM. The ED of explanatory vari-
ables of data, x, is defined as follows:

ED ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x−μð Þ x−μð ÞT

q
ð7Þ

where μ is a vector of the average of training data. When there is cor-
relation among the variables, the Mahalanobis distance [24] is often
used as the distance. The MD of x is defined as follows:

MD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x−μð Þ∑−1 x−μð ÞT

q
ð8Þ

where∑ is the variance–covariancematrix of training data. The abso-
lute prediction errors will increase with the DMs, and their distribu-
tions will become wider. By quantifying the relationships between
these distances and an index of prediction errors, we can estimate
the index of the prediction errors for test data.
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