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This study investigates the multicollinearity problem and the performance of feature selection methods in the
case of data sets that havemulticollinear features.We propose a stress test procedure for a set of feature selection
methods. This procedure generates test data sets with various configurations of the target vector and features.
This procedure provides more complex investigations of feature selection methods than procedures described
in papers previously. A number of some multicollinear features are inserted in every configuration. A feature
selection method results in a set of selected features for a given test data set. To compare given feature selection
methods the procedure uses several qualitymeasures. A criterion of the selected feature redundancy is proposed.
This criterion estimates the number of multicollinear features among the selected ones. To detect
multicollinearity it uses the eigensystem of the parameter covariance matrix. In computational experiments
we consider the following illustrative methods: Lasso, ElasticNet, LARS, Ridge, Stepwise and Genetic algorithms
and determine the best one, which solves the multicollinearity problem for every considered data set
configuration.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

This study investigates themulticollinearity problem and proposes a
test procedure for feature selection methods to evaluate their perfor-
mance in solving this problem. Multicollinearity is a strong correlation
between the features, which affect the target vector simultaneously.
Due to multicollinearity the common methods of regression analysis
like least squares build unstable models of excessive complexity. A
model is called stable if a small change of the parameter vector leads
to a small change of the target vector estimation. A model has excessive
complexity if an adequate estimation of the target vector needs exces-
sive number of features. The formal definitions of model stability and
model complexity are given in Section 2.

Feature selection methods are intended to improve stability and
reduce complexity of models by reducing dimensionality of the model
parameter space and by removing irrelevant features [1,2]. This paper
treats themulticollinear features as irrelevant ones. It analyses stability,
complexity and redundancy of themodels obtained by feature selection
methods.

This study proposes and develops a new procedure to test feature
selection methods. The main purpose of this procedure is to reveal the
pros and cons of test feature selection methods in solving the
multicollinearity problem. The test procedure uses artificial data sets

generated by the developed test data generation routine. The input argu-
ments of this routine are the number of features to generate and number
of samples, and the output is the test dataset. A real data set obtained by
spectroscopy [3] is included in the investigation. To construct test data set
the data generation routine usesmulticollinear features, features correlat-
ed to the target vector, orthogonal features and features orthogonal to the
target vector. In this paper the computational experiment involves four
data sets: 1) inadequate and correlated, 2) adequate and random, 3) ade-
quate and redundant, and 4) adequate and correlated. Here the adequate
data set means that there exists some linear combination of the features,
whichfits the target vector. The redundant data setmeans that there exist
an excessive number of features,whichfits the target vector. The correlat-
ed data set means that there exist some features correlated to each other.
Thedata generation routine can construct another data set of any request-
ed configuration. It has the parameters to control a data set configuration.
The parameters are listed in Section 4. We consider these four data sets,
because they havemulticollinear features in an exhaustive set of positions
with respect to the target vector and to each other. These configurations
give a complex investigation of feature selection methods.

Here we test the following methods: LARS [4], Lasso [5], ElasticNet
[6], Ridge [7], Stepwise [8] and Genetic algorithms [9]. In Section 6 we
compare them according to various quality measures. In addition, we
propose the criterion of the selected feature redundancy described in
Section 5. It ranks feature selectionmethods according to the redundancy
of selected models. The proposed criterion estimates the number of
multicollinear features among the selected ones for some given limit
value of the error function. The feature selection methods are ranked
according to increasing number of multicollinear features in the set of
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selected ones. The best method selects a feature set with the minimum
number of multicollinear features.

1.1. Related works

The multicollinearity problem, multicollinearity detection methods
and approaches in solving this problem are discussed in [10–12]. One
way to solve the multicollinearity problem is to use feature selection
methods [12]. They are also used in the following machine learning
problems: dimensionality reduction [13,14], simplification usage of
the standard machine learning algorithms [15], removing irrelevant
features [16] and increasing the generalisation ability of applying
algorithm [17]. The papers [18,2,1] review existing feature selection
methods, and classify them according to error functions and optimum
feature subset search strategies.

The papers devoted to test feature selectionmethods study a specific
type of data sets [19] or specific algorithms with different upgrades
[20,21]. Themost related paper [22] presents a comparison of some fea-
ture selection methods on the multicollinearity problem. However, the
proposed test procedure provides a more complex investigation of the
considered feature selection methods. It evaluates the quality measures
while the parameter of multicollinearity and data set parameters are
changing continuously. In spite of the paper [22], this study investigates
the model stability and complexity.

2. Feature selection problem statement

Let D ¼ X; yð Þf g be the given data set, where the design matrix

X ¼ X1;…;X j;…;Xn

h i
;X∈ℝm�n and j∈J ¼ 1;…;nf g:

The vectorX j is called the j-th feature and the vectory ¼ y1;…; ym½ �⊤

∈Y⊂ℝm is called the target vector. Assume that the target vector y and
design matrix X are related through the following equation:

y ¼ f w;Xð Þ þ ε; ð1Þ

where fmaps the cartesian product of the feasible parameter space and
the space of them × nmatrices to the target vector domain, and ε is the
residual vector. The data fit problem is to estimate the parameter vector
w⁎,

w� ¼ argmin
w ∈ ℝn

S w DL;A; fjð Þ; ð2Þ

where S is the error function. The setDL⊂D is a training set and the set
A⊆ J is the active index set used in computing the error function S. In
the stress test procedure we use the quadratic error function

S ¼ y−f w;Xð Þk k22 ð3Þ

and the linear regression function f(w, X) = Xw. The introduced
stress test procedure could be applied to the generalised linear model
selection algorithms, where the model is f = μ−1(Xw) and μ is a link
function.

Definition 2.1. LetA� denote the optimum index set, the solution of the
problem

A� ¼ argmin
A ⊆J

SM A w�
;DC; f

��� �
; ð4Þ

whereDC ⊂D is the test set,w⁎ is the solution for problem (2) and SM is
an error function corresponding to a feature selection method M (5).

The feature selection problem (4) is to find the optimum index set
A� . It must exclude indices of noisy and multicollinear features. It is

expected that if one uses features indexed by the set A� then it
brings more stable solution for problem (2), in comparison with the
case of A≡ J .

In the computational experiment we consider the feature selection
methods from the set M = {Lasso, LARS, Stepwise, ElasticNet, Ridge}.

Definition 2.2. A feature selection method M ∈ M is a map from the
complete index set J to active index set A⊆J :

M : J→A: ð5Þ

According to this definition we consider the terms feature selection
problem and the model selection problem to be synonyms.

Definition 2.3. Let amodel be a pair f;Að Þ, whereA⊆ J is an index set.
The model selection problem is to find the optimum pair f�;A�ð Þwhich
minimizes the error function S (3).

Definition 2.4. Let the model complexity C be the cardinality of the
active index set A, number of the selected features:

C ¼ Aj j:

Definition 2.5. Define themodel stability R as logarithmof the condition
number κ of the matrix X⊤X:

R ¼ lnκ ¼ ln
λmax

λmin
;

where λmax and λmin are the maximum and the minimum non-zero ei-
genvalue of the matrix X⊤X. The features with indices from the corre-
sponding active set A are used in computing the condition number κ.

3. Multicollinearity analysis in feature selection

In this sectionwegivedefinitions ofmulticollinear features, correlated
features and features correlated with the target vector. In the following
subsections we list and study the multicollinearity criteria.

Assume that the features X j and the target vector y are normalized:

yk k2 ¼ 1 and X j

���
���
2
¼ 1; j∈J : ð6Þ

Consider active index subset A⊆ J .

Definition 3.1. The features with indices from the set A are called
multicollinear if there exist the index j, the coefficients ak, the index k∈
A 5 j and sufficiently small positive number δ N 0 such that

X j−
X

k ∈A 5 j

akXk

������

������

2

2

b δ: ð7Þ

The smaller δ is, the higher degree of multicollinearity.

Definition 3.2. Let the features indexed i, j be correlated if there exists
sufficiently small positive number δij N 0 such that:

X i−X j

���
���2
2
b δi j: ð8Þ

From this definition it follows that δij= δji. In the special case ak=0
k ≠ j and ak = 1 k = j the inequalities (8) and (7) are identical.
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