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Abstract

Authentication basically consists in deciding if a given unknown product belongs or not to a group of interest, defined by producers or
regulators. More often, in order to demonstrate the authentication ability of a given instrumental analysis, several other groups are arbitrarily
chosen. Then a Factorial or Linear Discriminant Analysis (FDA or LDA) or a Partial Least Squares Discriminant Analysis (PLS-DA) is usually
performed; the model therefore depends on the nature of all observed groups of the study. The aim of this paper was to investigate an approach,
named “prototype approach”, based on a model built up only using the group of products of interest. Such an approach has the advantage not to
depend on the whole complementary data of the study.

Prototype approach is inspired by Multivariate Statistical Process Control and Hotelling T2 statistic and consists in buiding up the assignment
model according to the group of interest. Then, authentication step of new data is performed. Prototype approach and FDA were compared on a
case study (authentication of Beaujolais red wines using their polyphenolic composition). False negative (#FN) and false positive (#FP) numbers
were estimated by bootstrapping procedures for both methods.

Compared to FDA, the prototype approach gave higher #FP with larger variability and lower #FN with lower variability. Wines produced with
the same grape variety as AOC Beaujolais but in other regions were poorly authenticated. The prototype approach appears to be more flexible than
FDA. The user can adjust the theoretical α risk in relation to its strategy, making that decision tool an alternative to discriminant analyses for
authentication.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Authentication is the ability to assign an unknown product to
a known class of products by means of its physico-chemical or
even sensorial characterization and a learning model. In the
food industry, the authentication of products is an important
need in the scope of traceability, food safety and quality control
[1,2]. Authentication tools can also be used for marketing
purposes, especially in order to build commercial brands
including very well differentiated products for consumers. In
this scope, authenticating quality marks such as ‘AOC’
(Appellation d'Origine Contrôlée=Protected Denomination of
Origin) are of prime interest. This is more and more often

achieved by characterizing products in a multivariate way,
rather than analyzing independently one or few markers [3].

Many studies have dealt with differentiation or authentica-
tion of food products such as wines. The wines were
differentiated in relation to their variety using markers such as
volatile compounds [4,5], to their vintage by analyzing stable
isotopes of minerals [6], to their geographical origin by means
of trace element measurements [7,8,9], or to the wine-making
process by analyzing amino-acids [10,11]. Some authors
explored the discriminative potential of some polyphenolic
compounds, which are secondary metabolites of the grape berry
mainly responsible for wine color and astringency. Anthocyanin
composition was used to differentiate red wines made from
different grape varieties in various regions [12–15]. Some other
polyphenolic compounds, i.e. flavonols [16,17] or phenolic
acids [17,18], were analyzed to discriminate wines from various
varieties, regions and technologies.
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Discriminant analyses are commonly carried out in such
studies. Most of the time, the authors made use of FDA or LDA
(Factorial or Linear Discriminant Analysis) [5,6,8,10,15,18],
and more rarely SIMCA (Soft Independent Modelling of Class
Analogy) [7]. More recently, PLS-DA (Partial Least Squares
Discriminant Analysis) [19,20,21] appeared to be an interesting
tool. Non-parametric methods, e.g. k-NN (k-Nearest Neighbors)
[7,22], and neural networks [22] were also used.

In many situations, the very purpose of authentication
studies is to separate a single “group of interest”, from other
groups. When using discriminant analyses, it is thus necessary
to build up groups of observations representing the group of
interest and also complementary groups, including products,
which do not belong to the group of interest. As it is almost
impossible to study all the existing groups of products, the
resulting model thus depends on the nature of these comple-
mentary groups. Moreover, if a group has a particular
importance, it seems reasonable to make principal use of it in
building up the model.

The objectives of this work were (i) to investigate an
authentication approach, named the “prototype approach”,
where only the knowledge of the group of interest, called the
“reference group”, is used to build up a set of decision rules; and
(ii) to compare this prototype approach to FDA, which is
usually used in authentication problems. The performances of
the two methods will be discussed on an illustrative example,
dealing with the authentication of AOC commercial red wines
using their polyphenolic composition.

2. Statistical methods

2.1. Prototype approach

The prototype approach only requires that the reference
group has been well defined previously. The presented
methodology was inspired by Multivariate Statistical Process
Control (MSPC) [23–26]. The main difference between the
proposed prototype approach and MSPC methodology lies in
the fact that the notion of time-series in MSPC, with
observations repeated at every time point of a continuous
process, is no longer appropriate in authentication studies.
However, the rationale of the method is the same: once having
defined a model giving a description of the reference products,
new observations are considered and assessed to be compatible,
or not, with the reference.

In MSPC, when p multinormal variables are measured on
each observation, discrepancy from the in-control or reference
situation is evaluated by using the Hotelling T2 statistic [27]:

T2 ¼ x−m^
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where x is the (p×1) measurement vector for one particular
observation (or a sample of size one) and μ̂ and Σ̂ are
respectively the mean vector and variance–covariance matrix
estimated under the in-control situation. This T2 statistic is
actually the squared Mahalanobis distance between each

multidimensional observation and the centroid of all observa-
tions involved in the estimation of the parameters μ and Σ
[28]. The training set of n observations, used for estimating
μ and Σ, is supposed to be representative of the reference
situation.

In rather common cases, the number p of measured variables
is large, and may present a high level of colinearity. This results
in a variance–covariance matrix Σ that is nearly singular. A
procedure for reducing the dimensionality of the variable space
is to use Principal Components (PC) or PLS components [26]. If
we consider the PC tk, processed after a Principal Component
Analysis (PCA), organized in decreasing order of their variance
λk (for k=1,…, min (n−1, p)), the T2 statistic can be expressed
as:
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TA
2 is the T2 value estimated from the A first PC. T

~2 is thus a
residual value, representing the deviation from the PCA model.

From Eq. (2), it clearly appears that the last PC, associated
with the smallest eigenvalues λ, can play a main role in the
statistic value. Thus, an alternative is to consider only the A first
PC and to make use of the statistic TA

2 (Eq. (3)). Nevertheless, as
the TA

2 values do not take into account possible new phenomena,
which are not expressed in the principal space formed by the A
first PC of the training set, another statistic is also considered.
This statistic, denoted RSPE (Root Squared Prediction Error), is
the square root of the variance of the residuals, obtained after
projection into the principal space.

For each of these statistics, a decision rule is built up, the null
hypothesis being associated with the reference situation. For
authentication purpose, the parameters of the model under the
null hypothesis are estimated on the basis of a training set of
reference observations. The critical values of the tests, named
Upper Control Limit (UCL) in MSPC, are defined [24,29] as
follows:
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where n is the size of the training reference set and A the
number of PC retained. η and ν are respectively the mean and
the variance of the SPE (Squared Prediction Error), i.e. the
variance of residuals, obtained for the training set. F and χ2

hold for Fisher and Chi-squared distributions, and α is the
chosen significance level.
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