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a b s t r a c t

Biotechnology derived therapeutics may induce an unwanted immune response leading to the forma-
tion of anti-drug antibodies (ADA). As a result the efficacy and safety of the therapeutic protein could be
impaired. Neutralizing antibodies may, for example, affect pharmacokinetics of the therapeutic protein
or induce autoimmunity. Therefore a drug induced immune response is a major concern and needs to
be assessed during drug development. It is therefore crucial to have assays available for the detection
and characterization of ADAs. These assays are used to classify samples in positive and negative sam-
ples based on a cut point. In this manuscript we investigate the performance of established and newly
developed methods to determine a cut point in immunoassays such as ELISA through simulation and
analysis of real data. The different methods are found to have different advantages and disadvantages. A
robust parametric approach generally resulted in very good results and can be recommended for many
situations. The newly introduced method based on mixture models yields similar results to the robust
parametric approach but offers some additional flexibility at the expense of higher complexity.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Biotechnology derived therapeutics may induce an unwanted
immune response resulting in the formation of anti-drug antibod-
ies (ADA). As a consequence of the development of ADA efficacy and
safety of the therapeutic protein could be impaired. For example,
binding or neutralizing antibodies may affect pharmacokinetics or
functionality of the therapeutic protein or even induce autoimmu-
nity when the ADA cross-react with endogenous counterparts. In
addition, unwanted immune responses may lead to allergic reac-
tions. As a result, drug induced immune responses to a therapeutic
protein are a major concern and need to be assessed during drug
development.

Consequently there is a need to develop appropriate assays for
the detection and characterization of ADA. In 2007, the European
Medicines Agency (EMA) published a guideline that describes the
general strategy for the development and validation of assays for
immunogenicity assessment of biotechnology derived therapeu-
tic proteins [1]. A multi-tiered approach for the testing of patient
samples is recommended. In the first instance a screening assay is
used for rapid identification of positive samples while subsequently
an additional confirmatory assay is used to confirm the results of
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the screening assay. As a third step, a functional assay for assess-
ment of the neutralizing capacity of antibodies is recommended.
Screening, confirmatory and functional assays for detection and
characterization of ADA need to be validated [2,3].

A critical step during assay development and validation is the
definition of an appropriate cut-off that can be used to distinguish
between positive and negative samples in the screening assay. This
initial assay needs to be as sensitive as possible to maximize the
detection of true positive samples and should be designed to avoid
classifying positive samples as negative. A proportion of false posi-
tive samples is acceptable as they can be identified by the following
confirmatory assay while costs and time urge to take few samples to
this second stage. This approach ensures that the assays will detect
as many patients who have indeed developed antibodies.

A valid statistical approach needs to be elaborated to define a
reliable cut-off value used in screening and confirmatory assays
[4]. For defining an appropriate cut point usually control samples
obtained from healthy subjects or untreated patients are used. Such
a pool of control samples is in most cases of heterogeneous com-
position, containing sub-populations consisting of true negative
samples as well as true and false positive samples. The portion of
each sub population has impact on the final cut-off value if one
assumes that indeed all samples are truly negative. For example, a
high content of true positives in the sample population due to spe-
cific pre-existing antibodies used for calculating the cut-off would
result in a high number of false negative evaluation of samples.
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Consequently it is crucial to use statistical methods that deal with
potential (false) positive samples appropriately when determining
a cut point. Different strategies to detect and characterize ADA’s
have been discussed in [4,5] but no formal evaluation of the meth-
ods has yet been undertaken.

In this paper we evaluate a variety of established and less estab-
lished methods for cut point determination. We will introduce the
methods in Section 2 before we compare them thoroughly via sim-
ulation (Section 3). We conclude with an in-depth discussion and
some future directions.

2. Methods to determine cut point

In this section we will describe various methods for determining
cut points. Many of the methods are informed by the discussions
in [4], although some adjustments have been made to enable auto-
mated cut point determination in the simulations to follow. Most
importantly no outlier removal is incorporated prior to applying
the various methods as different criteria will result in different cut
points. Furthermore, the simulated data studied later do not con-
tain outliers and hence such outlier removal will not be necessary.
The conclusions made from the evaluation is nevertheless trans-
ferable to situations were outliers are present and subsequently
removed. Finally note that the methods discussed here establish a
fixed cut point. We will briefly highlight how one of the methods
can be extended for floating cut points in the data application and
the discussion.

2.1. Method 1: 95th percentile

The cut point is found as the 95th percentile of the screening
data. This method does not assume a distribution of the measure-
ments and will result in a false positive rate of 5% if indeed all
samples are truely negative.

2.2. Method 2: parametric method

The cut-off value is calculated as X̄ + z0.95 × SD, where X̄ and
SD are the mean and standard deviation of the screening measure-
ments respectively and z0.95 is the 95% percentile of the standard
normal distribution (approximately 1.645). This method assumes
that the measurements are normally distributed. If all samples are
negative and the normality assumption is satisfied, it will result in
a false positive rate of ∼5%.

2.3. Method 3: robust parametric method

The cut point is found as X̃ + z0.95 × 1.483 × MAD, where X̃ and
MAD are the median and median absolute deviation of the screen-
ing measurements respectively and z0.95 is the 95% percentile of
the standard normal distribution as before. This method resembles
the parametric method but uses robust estimators of center and
spread. It is designed to yield improved results if measurements
are not normally distributed and similar results to the parametric
method for normal data.

2.4. Method 4: decision tree

A decision tree approach is used to arrive at the cut-off value.
The implementation considered here is taken from the left panel of
Fig. 1 in [4] and specifically is calculated according to the following
steps.

1. Perform a Shapiro–Wilks test [6] to assess normality of the
screening data. If the p-value is <0.05 the data are log-
transformated.

Fig. 1. Boxplot of screening values obtained in three runs of 157 healthy volunteers.

2. Calculate the 25% and 75% percentile, X0.25 and X0.75, of the
(transformed) data. Eliminate all data points outside the inter-
val [X0.25 − 1.5 × (X0.75 − X0.25); X0.75 + 1.5 × (X0.75 − X0.25)]. This
corresponds to eliminating data that are classed as outliers in a
box-whisker plot (e.g. [7]).

3. Perform the Shapiro–Wilks test [6] to assess normality using the
remaining data. If the p-value is <0.05, use the 95% percentile to
calculate the intermediate cut point, otherwise the parametric
method is used.

4. If data were log-transformed take the anti-logarithm of the inter-
mediate cut point as final cut point otherwise the intermediate
cut point is the final cut point.

The above algorithm aims to identify which method is most
appropriate by assessing the distribution of the screening values
prior to deciding which approach to take. It thereby tries to bring
together the advantages of different methods by combining them
which comes at the expense that the method used to find the cut
point is data dependent and therefore not known a priori.

In general, however, it is not recommended to test every data set
for normality, and use the result to decide between parametric and
nonparametric statistical tests (e.g. [8–10]). Decisions about when
to use parametric or nonparametric tests should be made to cover
an entire series of analyses. In addition, with large samples like
the ones in immunoassys, minor deviations from normality may
be flagged as statistically significant, even though small deviations
from a normal distribution will not affect the results.

2.5. Method 5: mixture model

This method, which has not been proposed previously, aims to
identify if samples are negative or positive and then only uses the
negative samples to find the cut point. It employs so-called (regres-
sion) mixture models which have been shown to be useful in many
scientific contexts (e.g. [11,12]). A full mathematical description of
these models can, for example, be found in [13]. The idea behind
such models is that different populations (in this application pos-
itive and negative subjects) are described by different probability
distributions.

The use of these models here is therefore to firstly identify if
there is more than one population in the screening data. If there
is more than one population, then only samples belonging to the



Download	English	Version:

https://daneshyari.com/en/article/1222732

Download	Persian	Version:

https://daneshyari.com/article/1222732

Daneshyari.com

https://daneshyari.com/en/article/1222732
https://daneshyari.com/article/1222732
https://daneshyari.com/

