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a b s t r a c t

Functional dependencies (FDs) provide valuable knowledge on the relations between
attributes of a data table. A functional dependency holds when the values of an attribute
can be determined by another. It has been shown that FDs can be expressed in terms
of partitions of tuples that are in agreement w.r.t. the values taken by some subsets of
attributes. To extend the use of FDs, several generalizations have been proposed. In this
work, we study approximate-matching dependencies that generalize FDs by relaxing the
constraints on the attributes, i.e. agreement is based on a similarity relation rather than
on equality. Such dependencies are attracting attention in the database field since they
allow uncrisping the basic notion of FDs extending its application to many different fields,
such as data quality, data mining, behavior analysis, data cleaning or data partition, among
others. We show that these dependencies can be formalized in the framework of Formal
Concept Analysis (FCA) using a previous formalization introduced for standard FDs. Our
new results state that, starting from the conceptual structure of a pattern structure, and
generalizing the notion of relation between tuples, approximate-matching dependencies
can be characterized as implications in a pattern concept lattice.We finally showhow touse
basic FCA algorithms to construct a pattern concept lattice that entails these dependencies
after a slight and tractable binarization of the original data.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

In the relational databasemodel, functional dependencies (FDs) are among themost popular types of dependencies since
they indicate a functional relation between sets of attributes [10,30,37]: the values of a set of attributes are determined by
the values of another set of attributes. Such FDs can be used to check the consistency and the quality of a database [19], but
also to guide the database design [31].

However, the definition of FDs is too strict for several useful tasks, for instance when dealing with data imprecision
i.e. errors and uncertainty in real-world data. To overcome this problem, different generalizations of FDs have been defined.
These generalizations can be classified according to the criteria by which they relax the equality condition of FDs [11].
According to this classification, two main strategies are presented: ‘‘extent relaxation’’ and ‘‘attribute relaxation’’ (in
agreement with the terminology introduced in [11]).
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Characterizing and computing FDs are two tasks strongly related to lattice theory. For example, lattice characterizations
of a set of FDs are studied in [12,14,15,29]. Following the same line, a characterization of FDswithin Formal Concept Analysis
(FCA) is proposed in [22]. In the latter case, FDs are shown to be in one-to-one correspondence with the set of implications
of a formal context (binary table) generated from a database. However, such a formal context has a quadratic number of
objects w.r.t. the tuples of the original database. To avoid this, [6] and [8] show how to use pattern structures, introduced
by [21] as an extension of FCA. Moreover, in [7] it is shown how this framework can be extended to Similarity Dependencies,
another generalization of FDs.

Besides FCA and implications, there are many similarities between association rules in data mining and FDs. This
is discussed further in the present paper and as well in [1]. In the latter, a unifying framework in which any ‘‘well-
formed’’ semantics for rules may be integrated is introduced. Similarly, this is also what we try to define in this paper for
generalizations of FDs in the framework of FCA and Pattern Structures.

This paper presents an extended and updated version of [7] and its main objective is to give a characterization of FDs
relaxing the attribute comparison within FCA thanks to the formalism of Pattern Structures. While our previous work
considered similarity dependencies, we extend the characterization to the family of approximate-matching dependencies
using pattern structures and tolerance relations [26,27]. Furthermore, we show that the classical FCA algorithms can be
– almost directly – applied to compute approximate-matching dependencies.

This paper is organized as follows. In Section 2 we introduce our notations and the definition of FDs. We present other
kinds of generalization of FDs in Section 3. In Section 4, we introduce tolerance relations andwe show how the dependencies
that are enumerated in Section 3 are based on tolerance relations. In Section 5 we propose a generic characterization
and computation of approximate-matching dependencies in terms of Pattern Structures. In Section 6 we present a set of
experiments to test the feasibility and scalability of extracting approximate-matching dependencieswith pattern structures.

2. Notation and functional dependencies

We deal with datasets which are sets of tuples. Let U be a set of attributes and Dom be a set of values (a domain). For the
sake of simplicity, we assume that Dom is a numerical set. A tuple t is a function t : U ↦→ Dom and a table T is a set of tuples
T ⊆ Dom|U |. Sometimes the set notation is omitted and we write ab instead of {a, b}.

Given a tuple t ∈ T and X = {x1, x2, . . . , xn} ⊆ U , we have:

t[X] = ⟨t(x1), t(x2), . . . , t(xn)⟩ .

t[X] is called the projection of X onto t . In Example 1, we have t2[{a, c}] = ⟨t2(a), t2(c)⟩ = ⟨6, 6⟩. The definition can also
be extended to a set of tuples. Given a set of tuples S ⊆ T and X ⊆ U , we have:

S[X] = {t[X] | t ∈ S}.

Example 1. Table with tuples T = {t1, t2, t3, t4} and attributes U = {a, b, c, d}.

id a b c d
t1 3 5 6 3
t2 6 5 6 5
t3 3 10 6 3
t4 6 5 9 5

We now formally introduce functional dependencies [37].

Definition 1. Let T be a set of tuples (or a data table), and X, Y ⊆ U . A functional dependency (FD) X → Y holds in T if:

∀t, t ′ ∈ T : t[X] = t ′[X] ⇒ t[Y ] = t ′[Y ].

For example, the functional dependencies a → d and d → a hold in the table of Example 1, whereas the functional
dependency a → c does not hold since t2(a) = t4(a) but t2(c) ̸= t4(c).

3. Generalizations of functional dependencies

Functional dependencies tell us which attributes are determined by other attributes. As such, FDs are mainly used in
databases to determine which attributes are the keys of a dataset, i.e. the minimal sets of attributes (if any) determining
all other attributes. This information is necessary for maintaining the consistency of the whole database. Moreover, this
information can also be useful in data analysis or in data classification, because of the semantics attached to the ‘‘determined
by’’ relationship.

However, in practical applications we usually have datasets that contain imprecise or uncertain information. Here, we
do not mean false information, but information that may contain errors. For example, let us consider a dataset containing
information about the name and social security number (SSN) of citizens. Although SSN is supposed to be unique for each
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