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Abstract Hoerl and Kennard (1970a) introduced the ridge regression estimator as an alternative to

the ordinary least squares (OLS) estimator in the presence of multicollinearity. In ridge regression,

ridge parameter plays an important role in parameter estimation. In this article, a new method for

estimating ridge parameters in both situations of ordinary ridge regression (ORR) and generalized

ridge regression (GRR) is proposed. The simulation study evaluates the performance of the pro-

posed estimator based on the mean squared error (MSE) criterion and indicates that under certain

conditions the proposed estimators perform well compared to OLS and other well-known estima-

tors reviewed in this article.
ª 2013 Production and hosting by Elsevier B.V. on behalf of University of Bahrain.

1. Introduction

In the presence of multicollinearity OLS estimator yields regres-
sion coefficients whose absolute values are too large and whose
signs may actually reverse with negligible changes in the data

(Buonaccorsi, 1996). Whenever the multicollinearity presents
in the data, the OLS estimator performs ‘poorly’. The method
of ridge regression, proposed by Hoerl and Kennard (1970a) is
one of the most widely used tools to the problem of multicollin-

earity. In a ridge regression an additional parameter, the ridge
parameter (k) plays an vital role to control the bias of the regres-
sion toward the mean of the response variable. In addition, they

proposed the generalized ridge regression (GRR) procedure that
allows separate ridge parameter for each regressor. UsingGRR,

it is easier to find optimal values of ridge parameter, i.e., values
for which the MSE of the ridge estimator is minimum. In addi-

tion, if the optimal values for biasing constants differ signifi-
cantly from each other then this estimator has the potential to
save a greater amount ofMSE than the OLS estimator (Stephen

and Christopher, 2001). In both ORR and GRR as ‘k’ increases
from zero and continues up to infinity, the regression estimates
tend toward zero. Though these estimators result in biased, for

certain value of k, they yield a minimum mean squared error
(MMSE) compared to the OLS estimator (see Hoerl and Ken-
nard, 1970a). Ridge parameter ‘k’ proposed by Hoerl et al.
(1975) performs fairly well.

Much of the discussions on ridge regression concern the
problem of finding good empirical value of k. Recently, many
researchers have suggested various methods for choosing ridge

parameter in ridge regression. These methods have been sug-
gested by Hoerl and Kennard (1970a), Hoerl et al. (1975),
McDonald and Galarneau (1975), Hocking et al. (1976), Law-

less and Wang (1976), Gunst and Mason (1977), Lawless
(1978), Nomura (1988), Heath and co-workers (1979), Nord-
berg (1982), Saleh and Kibria (1993), Haq and Kibria

(1996), Kibria (2003), Pasha and Shah (2004), Khalaf and
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Shukur (2005), Norliza et al. (2006), Alkhamisi and Shukur
(2007), Mardikyan and Cetin (2008), Dorugade and Kashid
(2010) and Al-Hassan (2010) to mention a few. The objective

of the article is to investigate some of the existing popular tech-
niques that are available in the literature and to make a com-
parison among them based on mean square properties.

Moreover, we suggested some methods for estimating ridge
parameters in ORR and GRR which produce ridge estimators
that yield minimum MSE than other estimators. The organiza-

tion of the article is as follows.
In this article, we introduce alternative ordinary and gener-

alized ridge estimators and study their performance by means
of simulation techniques. Comparisons are made with other

ridge-type estimators evaluated elsewhere, and the estimators
to be included in this study are described in Section 2. In Sec-
tion 3, we propose some new methods for estimating the ridge

parameter. In Section 4, we illustrate the simulation technique
that we have adopted in the study and related results of the
simulations appear in the tables and figures. In Section 5, we

give a brief summary and conclusion.

2. Model and estimators

Consider, a widely used linear regression model

Y ¼ Xbþ e; ð1Þ

where Y is a n · 1 vector of observations on a response vari-

able. b is a p · 1 vector of unknown regression coefficients,
X is a matrix of order (n · p) of observations on ‘p’ predictor
(or regressor) variables and e is an n · 1 vector of errors with

E(e) = 0 and V(e) = r 2In. For the sake of convenience, we as-
sume that the matrix X and response variable Y are standard-
ized in such a way that X0X is a non-singular correlation

matrix and X0Y is the correlation between X and Y. The paper
is concerned with data exhibited with multicollinearity leading
to a high MSE for b meaning that b̂ is an unreliable estimator
of b.

Let � and T be the matrices of eigen values and eigen vec-
tors of X0X, respectively, satisfying T0X0XT= � = diagonal
(k1, k2 , . . .,kp), where ki being the ith eigen value of X0X and

T0T = TT0 = Ip we obtain the equivalent model

Y ¼ Zaþ e; ð2Þ

where Z = XT, it implies that Z0Z= �, and a = T0b (see
Montogomery et al. (2006)) Then OLS estimator of a is given by

âOLS ¼ ðZ0ZÞ�1Z0Y ¼ ^�1Z0Y: ð3Þ

Therefore, OLS estimator of b is given by

b̂OLS ¼ TâOLS:

2.1. Generalized ridge estimator (GRR)

The GRR estimator of a is defined by

âGR ¼ ðI� KA�1ÞâOLS; ð4Þ

where K= diagonal(k1,k2 . . .kp), ki P 0, i = 1,2, . . .,p be the
different ridge parameters for different regressors and
A= � + K.

Hence GRR estimator for b is b̂GR ¼ TâGR.
and mean square error of âGR is

MSEðâGRÞ ¼ VarianceðâGRÞ þ ½BiasðâGRÞ�2

¼ r̂2
Xp
i¼1

ki=ðki þ kiÞ2 þ
Xp
i¼1

k2i â
2
i =ðki þ kiÞ2 ð5Þ

In case of GRR, various methods are available in the literature
to determine the separate ridge parameter for each regressor.
Among these, well known methods for determination of ridge
parameter which are used in the further study are given below.

(1) Hoerl and Kennard (1970a) have proposed the following
ridge parameter

kiðHKÞ ¼ r̂2

â2
i

; i ¼ 1; 2; . . . ; p ð6Þ

(2) Nomura (1988) proposed a ridge parameter and it is
given by

kiðHMOÞ ¼ r̂2

â2
i

1þ 1þ ki â2
i =r̂

2
� �1=2h in o

; i ¼ 1; 2; . . . ; p ð7Þ

(3) Troskie and Chalton (1996) proposed a ridge parameter
and it is given by

kiðTCÞ ¼ kir̂
2= kiâ

2
i þ r̂2

� �
; i ¼ 1; 2; . . . ; p ð8Þ

(4) Firinguetti (1999) proposed a ridge parameter and it is

given by

kiðFÞ ¼ kir̂
2= kiâ

2
i þ ðn� pÞr̂2

� �
; i ¼ 1; 2; ; . . . ; p ð9Þ

(5) Batah et al. (2008) proposed a ridge parameter and it is
given by

kiðFGÞ ¼ r̂2 â4
i k

2
i =4r̂

2
� �

þ 6â4
i ki=r̂

2
� �� �1=2n

� â2
i ki=2r̂

2
� ��

=â2
i i ¼ 1; 2; . . . ; p ð10Þ

where, âi is the ith element of âOLS; i ¼ 1; 2; . . . ; p and r̂2 is the
OLS estimator of r2, i.e. r̂2 ¼ Y0Y�â0Z0Y

n�p�1 .

2.2. Ordinary ridge estimator (ORR)

Setting k1 = k2 = . . . = kp = k and k P 0, the Ordinary ridge
regression (ORR) estimator of b is

b̂RR ¼ TâRR ¼ T I� kA�1k

� �
â; where Ak ¼ ð^ þ kIpÞ ð11Þ

and mean square error of âRR is

MSEðâRRÞ ¼ VarianceðâRRÞ þ ½BiasðâRRÞ�2

¼ r̂2
Xp
i¼1

ki=ðki þ kÞ2 þ k2
Xp
i¼1

â2
i

,
ðki þ kÞ2 ð12Þ

We observe that, when k = 0 in (12), MSE of OLS estimator
of a is recovered. Hence

MSEðâOLSÞ ¼ r̂2
Xp
i¼1

1

,
ki

Hoerl et al. (1975) suggested that, the value of ‘k’ is chosen

small enough, for which the mean squared error of ridge esti-
mator, is less than the mean squared error of OLS estimator.

In case of ORR also, many researchers have suggested dif-

ferent ways of estimating the ridge parameter. Some of the well
known methods for choosing the ridge parameter value are
listed below.
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