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Abstract

Novel approach to single frame multichannel blind image deconvolution has been formulated recently as non-negative matrix factor-
ization problem with sparseness constraints imposed on the unknown mixing vector that accounts for the case of non-sparse source
image. Unlike most of the blind image deconvolution algorithms, the novel approach assumed no a priori knowledge about the blurring
kernel and original image. Our contributions in this paper are: (i) we have formulated generalized non-negative matrix factorization
approach to blind image deconvolution with sparseness constraints imposed on either unknown mixing vector or unknown source image;
(ii) the criteria are established to distinguish whether unknown source image was sparse or not as well as to estimate appropriate sparse-
ness constraint from degraded image itself, thus making the proposed approach completely unsupervised; (iii) an extensive experimental
performance evaluation of the non-negative matrix factorization algorithm is presented on the images degraded by the blur caused by the
photon sieve, out-of-focus blur with sparse and non-sparse images and blur caused by atmospheric turbulence. The algorithm is com-
pared with the state-of-the-art single frame blind image deconvolution algorithms such as blind Richardson–Lucy algorithm and single
frame multichannel independent component analysis based algorithm and non-blind image restoration algorithms such as multiplicative
algebraic restoration technique and Van-Cittert algorithms. It has been experimentally demonstrated that proposed algorithm outper-
forms mentioned non-blind and blind image deconvolution methods.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

The goal of image deconvolution is to reconstruct the
original image from an observation degraded by spatially
invariant blurring process and noise. Neglecting the noise
term the process is modeled as a convolution of a blurring
kernel h(s, t) with an original source image f(x,y) as:

gðx; yÞ ¼
XK

s¼�K

XK

t¼�K

hðs; tÞf ðxþ s; y þ tÞ ð1Þ

where K denotes the size of the blurring kernel. If the blur-
ring kernel is known, a number of so-called non-blind algo-
rithms is available to reconstruct original image f(x,y) [1].
However, it is not always possible to measure or obtain
information about the blurring kernel, which is why blind
deconvolution (BD) algorithms are important. Compre-
hensive comparison of BD algorithms is given in [1]. They
can be divided into those that estimate the blurring kernel
h(s, t) first and then restore original image by some of the
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non-blind methods [1], and those that estimate the original
image f(x,y) and the blurring kernel simultaneously. In or-
der to estimate the blurring kernel a support size has either
to be given or estimated. Also, quite often a priori knowl-
edge about the nature of the blurring process is assumed
to be available in order to use appropriate parametric mod-
el of the blurring process [2]. It is not always possible to
know the characteristic of the blurring process. Methods
that estimate blurring kernel and original image simulta-
neously use either statistical or deterministic priors of the
original image, the blurring kernel and the noise [2], which
leads to a computationally expensive maximum likelihood
estimation usually implemented by expectation maximiza-
tion algorithm. In addition to that, exact distributions of
the original image required by the maximum likelihood
algorithm are usually unknown. One of the most represen-
tative algorithms from this class is the blind Richardson–
Lucy (R–L) algorithm originally derived for non-blind
deconvolution of astronomical images in [3,4], and later
on formulated in [5] for BD and then modified by iterative
restoration algorithm in [6]. This version of blind R–L
algorithm is implemented in MATLAB� command de-
convblind. It will be used in Section 3 for the comparison
purpose during experimental performance evaluation of
the to be introduced yet non-negative matrix factorization
(NMF) based blind image deconvolution method. In order
to overcome difficulties associated with the ‘‘standard’’ BD
algorithms an approach was proposed in [7] based on quasi
maximum likelihood with an approximate of the probabil-
ity density function. It however assumed that original
image has sparse or super-Gaussian distribution. This is
generally not true because image distributions are mostly
sub-Gaussian. To overcome that difficulty it was proposed
in [7] to apply sparsifying transform to blurred image.
However, design of such a transform requires knowledge
of at least the typical class of images to which original
image belongs in which case training data can be used to
design sparsifying transform. Multivariate data analysis
methods such as independent component analysis (ICA)
[8] might be used to solve BD problem as a blind source
separation (BSS) problem where unknown blurring process
is absorbed into what is known as a mixing matrix. The
advantage of the ICA approach would be that no a priori

knowledge about the origin and size of the support of the
blurring kernel is required. However, multi-channel image
required by ICA is not always available. Even if it is, it
would require the blurring kernel to be non-stationary,
which is true for the blur caused by atmospheric turbulence
[9], but it is not true for the out-of-focus blur for example.
Therefore, an approach to single frame multi-channel blind
deconvolution that requires minimum of a priori informa-
tion about blurring process and original image would be
of great interest. Single frame multi-channel representation
was proposed in [10]. It was based on a bank of 2D Gabor
filters [11] used due to their ability to realize multi-channel
filtering. ICA algorithms have been applied in [10] to mul-
tichannel image in order to extract the source image and

two spatial derivatives along x and y directions. There is
however critical condition that source image and their spa-
tial derivatives must be statistically independent. In general
this is not true as already observed in [12]. Consequently,
quality of the image restoration by proposed single frame
multi-channel approach depends on how well each particu-
lar image satisfies statistical independence assumption.
Therefore, an extension of the ICA approach formulated
in [10] is given in [13] where it has been shown that single
frame multichannel BD can be formulated as NMF prob-
lem with sparseness constraints imposed on the unknown
mixing vector. Consequently, no a priori knowledge about
either the origin or the size of the blurring process is re-
quired. Because NMF is deterministic approach no a priori
information about the statistical nature of the source image
is required as well. We present here generalized NMF
approach to blind image deconvolution with sparseness
constraints imposed on either unknown mixing vector or
unknown source image. The criteria are provided to distin-
guish whether source image was sparse or not as well as to
estimate appropriate sparseness constraint from degraded
image itself making the proposed approach completely
unsupervised. The rest of the paper is organized as follows.
We introduce briefly in Section 2 non-blind Van-Cittert [14]
and multiplicative algebraic restoration technique (MART)
[17,18] image restoration algorithms, blind R–L algorithm
[5,6], ICA approach to single frame multichannel BD [10].
We describe in more details generalized NMF approach to
single frame multichannel BD with sparseness constraints
originally given in [13]. Comparative experimental perfor-
mance evaluation is given in Section3 for images degraded
by photon sieve, sparse and non-sparse images degraded by
out-of-focus blur and images degraded by atmospheric
turbulence. Conclusion is presented in Section 4.

2. Basic overview of the compared non-blind and blind image

deconvolution algorithms

Before proceeding to description of the to be compared
non-blind and blind image deconvolution algorithms we
shall rewrite image observation model given by Eq. (1) in
the lexicographical notation:

g ¼ Hf ð2Þ
where g; f 2 ZMN

0þ ; H 2 RMN�MN
0þ assuming image dimension-

ality of M · N pixels. Observed image vector g and original
image vector f are obtained by the row stacking procedure.
The matrix H is block-circulant matrix [14], and it absorbs
into itself the blurring kernel h(s, t) assuming at least size of
it, K, to be known.

2.1. Non-blind Van-Cittert and MART algorithms

Van-Cittert algorithm solves image restoration problem
through the following iterative procedure [14]:

f̂ðkþ1Þ ¼ f̂k þ eHTðg�Hf̂kÞ ð3Þ
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