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ARTICLE INFO ABSTRACT
g ';‘?(;A Molecular dynamics simulation method is used to investigate defect production by displacement cas-
61'82'52 cades in iron with carbon (C) in solution. This is the first study of cascade damage in a metal containing

interstitial solute. Iron is of particular interest because of the use of ferritic steels in plant for nuclear

power generation. Cascades are simulated with energy in the range 5-20 keV in iron at either 100 or
600 K containing carbon with concentration in the range 0-1 at.%. C in solution has no discernible effect
on the number of defects produced in cascades under any of the conditions simulated, nor on the clus-
tered fraction of either self-interstitial atoms (SIAs) or vacancies. However, significant fractions of single
SIAs and vacancies are trapped by C in the cascade process, irrespective of cascade energy. The fraction is
independent of temperature for vacancies, but increases strongly with temperature for SIAs: this is a con-
sequence of the higher mobility of the SIA.

© 2008 Published by Elsevier B.V.

1. Introduction

Pressure vessels of nuclear power plant have to withstand irra-
diation by fast neutrons and the resultant damage processes occur
over wide ranges of length and time, i.e. from defect production at
the atomic scale (107'm, ~1071°s) to microstructure evolution
over the mesoscale (1073 m, 10° s). Mechanisms at the finest scale
are generally not amenable to direct experimental observation, and
so atomic-scale computer simulation is important in predictive
multiscale modelling of property changes because it can provide
input to larger-scale models. Defect production in displacement
cascades is an example of such simulation. Some recent reviews
that describe progress in the area can be found in [1-5].

o-Iron (Fe) is the base metal for ferritic pressure vessel steels
and has been the subject of many cascade damage studies. Most
of these modelled pure Fe, although a few investigated the effects
of chromium (Cr) or copper (Cu) in solution, which are substitu-
tional elements in the BCC Fe lattice. The present paper considers
carbon (C), which is an interstitial solute. It is known from exper-
iment that it affects properties of intrinsic point defects [6] and
microstructure development under irradiation conditions [7,8],
but it is not known whether it influences defect production in
the cascade itself. Possible effects could arise both in the collision
phase of a cascade because of lattice distortion around C atoms,
and in the thermal spike phase because of trapping of individual
point defects and their clusters by solute.
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Most of the MD studies of cascades mentioned above used
Finnis-Sinclair-type (F-S) many-body interatomic potentials [9-11]
for which the formation energy of the (110) dumbbell is only
~0.1eV lower than that of a (111) crowdion. With the
embedded-atom-method (EAM) potential proposed recently [12],
this difference is ~0.5 eV and closer to the value 0.7 eV obtained
by ab initio calculations based on the density-functional theory
(DFT) [13]. Also, the (110) configuration is stable with respect to
the (111) for clusters of two to four SIAs, unlike the result with
the earlier potentials but in agreement with ab initio studies
[13,14]. In a recent investigation [15], we have carried out an
extensive simulation study of cascades in pure Fe using the newer
interatomic potential. In the present paper, we have extended that
work by modelling interstitial C in concentrations up to 1 at.% in
the same model of Fe.

The paper is organised as follows. The computational method is
described in Section 2. The results of the statistical analysis of point
defects and their clusters created in cascades with primary knock-
on atom (PKA) energy of either 5, 10 or 20 keV at either 100 or
600 K are presented in Section 3. The atomic structure of C-defect
complexes is presented in Section 3.2. The conclusions are drawn
in Section 4.

2. Simulation method

As noted above, the Fe-Fe potential used here and in [15] is that
developed recently by Ackland et al. [12]. As in earlier cascade
studies for pure Fe [10], the pair part used in the present work
was modified to deal with atomic interactions at short range
by using the Universal screened-Coulomb potential [16] at
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interatomic spacing in the range 0 < x < X, well below the perfect
crystal nearest-neighbour distance /3ao/2, where ag is the lattice
parameter. The two potentials were joined smoothly by an expo-
nential spline of the form

V(x) = exp(Bo + Bix + Byx* + B3x®) (1)

over the range x; < X < x,. The parameters in Eq. (1) and Egs. (2) and
(3) that follow are presented in Table 1.

Development of interatomic potentials for the Fe-C system has
lagged behind those for a-Fe with substitutional solutes, and only a
few Fe-C potentials have been proposed to date. We have used the
simple pairwise potential of Johnson et al. [17]:

V() =Jo +JiX + %% + ]3%3. (2)

It was fitted originally to the experimental value 0.86 eV for the
migration energy of a C interstitial [18] and a vacancy-C binding
energy of 0.41 eV [19]: other properties obtained with it are dis-
cussed in [20]. In summary, it gives the octahedral site as the most
stable one for the C interstitial and the tetrahedral site as the sad-
dle-point for C jump from one octahedral site to another, which is
consistent with experiment [21] and DFT calculations [22]. The
relaxation of Fe atoms neighbouring a C atom and the binding en-
ergy of a vacancy-C pair (0.51 eV) are in good agreement with val-
ues found by recent ab initio calculations [22]. However, an
unresolved problem using any of the potentials in the literature
concerns the interaction energy of C atom with SIAs. For example,
DFT calculations show repulsion between a C atom and a single
SIA in (110) dumbbell configuration, with a binding energy of
—0.19 eV for the largest model considered [22]. In contrast, experi-
ments offer evidence that SIAs are immobilised by C atoms and the
recovery stage I in Fe-C solutions is attributed to dissociation of
SIA-C complexes, the binding energy of which is estimated to be
~0.1 eV [6,23]. The potential set used here gives 0.57 eV, a value
similar to that given by all Fe-C potentials developed to date.
Clearly, there is an anomaly between atomic-level simulation, ab
initio calculation and experiment that is not yet resolved, and so
it is best to consider the system studied here as a model for an inter-
stitial solute in Fe with some properties close to those of C. This po-
tential was not developed to deal with atomic interactions at small
distances and so we joined it smoothly to the C-Fe Universal poten-
tial [16] by an exponential spline (Eq. (1)) over the range x; < x < x.

Since C atoms can collide with each other in the cascade process
even in dilute solution, it was necessary to employ a C-C potential.
We could not find a suitable one in the literature and so used a
simple repulsive pair C-C potential consisting of the Universal
function for C-C for 0 < x < x4, a spline as in Eq. (1) for x; <x < x;
and another

V(x) = A(x —x5)*/ (X2 = x3)° 3)

to take it smoothly to zero at x3 > x,.

Table 1
Parameters used for the pairwise interatomic potential functions given by Eqs. (1)-(3)
in the text

Fe-C
X1 X2 Bo By B, By
0.5 1.5 8.522916032 —5.139071123 0.733313284 —0.927009140
Jo Jh J2 J3
35.462413 —49.585931 22.57242 —3.365
c-C
X1 X2 Bo By B, By
1.5 2.5 9.069913005 —9.581178982 4.588854745 —0.986031720
X3 A
2.9 0.2

Energy unit is eV when distances x,X;,X,,X3 are in A.

The MD box was a cube with (100) axes and periodic boundary
conditions. It was maintained at constant volume with ag set to the
zero-pressure value for the chosen C composition and temperature,
which was either 100 or 600 K. C atoms were introduced into octa-
hedral interstitial sites chosen on a constrained random basis, i.e.
random but constrained so that C atoms were at least 3ag apart.
The initial intention was to consider C concentration, ¢, across
the range 0(0.1)1 at.%, i.e. 0 to 1 in 0.1 intervals, but as results
emerged, it became clear that it was unnecessary to treat all 66
conditions, i.e. two temperatures, three energies and eleven com-
positions, and so a more restricted set was modelled (see Section
3). In relation to the solubility of carbon in o-Fe, the maximum c
considered is large. This was to ensure that any effects barely dis-
cernible at ¢ less than about 0.1 at.% would be identified in the
higher part of the concentration range.

The crystals were equilibrated prior to initiation of the Fe PKA,
which had a kinetic energy Ep of 5, 10 or 20 keV. To minimise chan-
nelling, the PKA was initiated in different (135) and (123) direc-
tions for each event, and different atoms in the crystal were used
at different equilibration times to provide a unique starting condi-
tion for each of the 30 cascades per condition. The MD box con-
tained 250000, 500094 and 2000000 Fe atoms for Ep=5, 10 and
20 keV, respectively. This was sufficiently large to limit the in-
crease in lattice temperature once the PKA energy was dissipated
to less than 80 K for 5 and 10 keV and less than 30 K for 20 keV.

In the ballistic phase of a cascade, a few atoms move with high
velocity and the accuracy of the MD simulation is governed by
integration of their equations of motion. We used a technique in
which a variable time-step inversely proportional to the speed of
the fastest atom was used in crystal regions containing these
‘hot’ atoms and, to avoid computational inefficiency, atoms outside
these regions had longer time-steps. Separate integration was con-
tinued up to the moment when the whole volume was assigned as
hot and the equations of motion of all atoms were then integrated
with the same time-step, still inversely proportional to the speed
of the fastest atom. (Details are in [15].)

3. Results and discussion
3.1. Number of point defects

The number, N, of either vacancies or SIAs produced on average
per cascade under all conditions studied is presented in Fig. 1. The
data points are the means for the 30 cascades simulated at each
condition and the bars on each point show the standard error.
The Ng value for pure Fe at 600 K is 11.1, 18.2 and 37.8 for Ep =5,
10 and 20 keV, respectively, compared with 50, 100 and 200 given
by the NRT standard equation with an average threshold displace-
ment energy of 40 eV [24]. The efficiency of defect production in
cascades simulated with the newer potential for Fe is lower than
that predicted with the older F-S model, for which the correspond-
ing mean numbers are 19.1, 30.5 and 55.8 [15].

The first simulations in the series were undertaken for Ep=
5keV and c=0(0.1)1 at.% at T=600 K, and they provide the most
comprehensive data set in Fig. 1. N is seen to decrease from 10.6
to 8.9 as c increases to 0.4 at.% and then increase to 10.5 when
c=1%. Based on the standard error bars for 30 cascades per condi-
tion, the minimum at ¢ = 0.4% may be significant. Note, however,
that the spread of individual N values is large: the largest and
smallest values were 5 and 21 for pure Fe compared with 4 and
19 for the 0.4% alloy.

In light of these results, it was decided to see if small concen-
trations of C had any effect on Ni for 20 keV cascades and, if not,
only model the extreme values of ¢ (0 and 1 at.%) for the other Ep
and T conditions. The results for Ng are plotted in Fig. 1. From the
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