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Even with the use of X-ray polycapillary lenses, sample tilting during pole figure measurement results in a de-
crease in the recorded X-ray intensity. Themagnitude of this error is affected by the sample size and/or the finite
detector size. These errors can be typically corrected bymeasuring the intensity loss as a function of the tilt angle
using a texture-free reference sample (ideallymade of the same alloy as the investigatedmaterial). Since texture-
free reference samples are not readily available for all alloys, the present study employs an empirical procedure to
estimate the correction curve for a particular experimental configuration. It involves the use of real texture-free
reference samples that pre-exist in anyX-ray diffraction laboratory tofirst establish the empirical correlations be-
tween X-ray intensity, sample tilt and their Bragg angles and thereafter generate correction curves for any Bragg
angle. It will be shown that the empirically corrected textures are in very good agreement with the experimen-
tally corrected ones.

© 2016 Elsevier Inc. All rights reserved.
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1. Introduction

Themeasurement of bulk crystallographic textures via X-ray diffrac-
tion beginswith the collection of incomplete pole figures on the basis of
specific crystal lattice planes recording intensities upon fulfilling Bragg's
law. In this regard, the axes of a pole figure are defined by amacroscopic
sample coordinate systemwhereas thepolefigure itself is a contour plot
stereogramof the angular distribution of crystallite plane normalswith-
in the sample [1].

The measurement of a single Bragg reflection (pole figure) on a go-
niometer involves mounting a sample on an Eulerian cradle and setting
the X-ray source (or incident radiation) and detector to a particular
peak position (2θ, where θ = Bragg angle). Thereafter, the systematic
tilting (α) and rotation (β) of the Eulerian cradle successively brings
all possible lattice planes into the reflection condition and results in
the collection of X-ray intensities for all angular orientations of the sam-
ple [1]. It follows that the recordedX-ray intensity for a given tilt and ro-
tation angle is proportional to the volume fraction of particularly
oriented crystallites in the sample.

During typical pole figure scans, the measured intensities are affect-
ed by absorption, background and defocusing errors. In the present
study, correcting for absorption errors was unnecessary as the studied
bulk sample is thicker than the penetration depth of the X-rays [2].

Background errors are caused by incoherent scattering events and
fluorescence [1]. While the measured intensities (Imeas) are a function
of bothα andβ angles, the background intensities (IBG) aremainly affect-
ed by theα-angle. Since the background intensities tend to remain stable
for a givenα-angle, they are typically measured on either side of a Bragg
peak, averaged and subtracted from the measured intensities [1,3].

Defocusing errors are an instrumental aberration that manifest as a
decrease in themeasured intensity of a reflected peak due to the broad-
ening of the diffracted beam with increasing sample tilt [4].

Previous generation diffractometers employing crossed slits on the
incident beamsideweremore prone to large defocusing errors. The lim-
itations of the X-ray optics meant that defocusing errors were highly
sensitive to: (i) variations in the irradiated area and broadening of the
diffracted peaks with increasing tilt angle, (ii) the Bragg angle, (iii) the
inaccurate positioning of the sample in the Eulerian cradle and/or (iv)
the incorrect alignment of the goniometer itself [3–7]. The conventional
method to eliminate defocusing errors is via a correction function (UI)
involving the pole figure scanning of a texture-free reference sample
with a peak position and width close to that of the sample under
investigation1 [1]. Thus, for a given Bragg angle, the correction function
is a measure of the change in the normalised intensity (UI = Iα=0–85°/
Iα=0°) with tilt angle [1,3,8]. Alternatively, analytical methods that cor-
rect for defocusing in the classical Schultz reflection geometry with
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incident crossed slits have also been developed by a number of authors
[3,9–11].

On the other hand, modern diffractometers configured with the X-
ray tube in point focus mode and a polycapillary lens on the incident
beam side are less susceptible to large defocusing errors. This optical
configuration: (i) reduces instrumental aberrations by imposing a fo-
cused, (quasi-) parallel beam with a small angular divergence on the
sample, (ii) returns higher diffracted intensities and (iii) makes the
overall measurement less sensitive to sample misalignments and peak
broadening than traditional optics [4,12,13].

While classical defocusing errors are minor when X-ray lens are
used, other sources of geometrical error persist such that a decrease
in measured intensity is returned when: (i) areas outside the sample
surface are illuminated or (ii) only a fraction of the diffracted beam is
collected by the detector due to its finite size. Experimental and an-
alytical methods have been developed to overcome these intensity
losses [4,13]. In the case of analytical methods, they are based on
the assumption that the reference and investigated samples are larg-
er than the maximum irradiated area at the highest tilt angle [14].

Since the above conditionality cannot always be met in practice, a
correction for the loss of intensity at high tilt angle still needs to be un-
dertaken using texture-free reference samples. Given that texture-free
reference samples are not readily available for all alloys, the present
study details an empirical procedure to estimate the intensity loss cor-
rection required for a given goniometer configuration. Our method
makes use of real texture-free reference samples that pre-exist in any
X-ray diffraction laboratory to first establish the correlations between
X-ray intensity and sample position in terms of 2θ, α and β angles and
thereafter generate correction curves for any Bragg angle. It will be
shown that our correction curves are in very good agreement with ex-
perimental curves and that the former can be effectively used to correct
incomplete pole figures when texture-free reference samples of the
same alloy are absent.

2. Experimental and analytical procedure

2.1. Diffractometer configuration

All bulk texture measurements were conducted on a PANalytical
X'pert-Pro Materials Research Diffractometer (MRD) goniometer
(320 mm radius) equipped with a Cu tube operating in point focus
mode at 40 kV and ∼45 mA. The incident beam optics comprised a
polycapillary X-ray lens of 7 mm diameter and ~0.3° divergence angle.
A square beam of 2 × 2mm2was obtained by placing a knob adjustable
crossed slit collimator in front of the lens. This beam size is significantly
smaller than the lens diameter divided by

ffiffiffi

2
p

which ensures a well-
shaped square beam andminimises any inhomogeneous lens transmis-
sion [4].

The diffracted beam optics comprised a 0.04° soller slit, a parallel
plate collimator (0.27° acceptance angle), a flat crystal graphite mono-
chromator and a PIXcel real timemultiple strip (RTMS) detector operat-
ing in receiving slit mode.

2.2. Bulk texturemeasurements on twinning induced plasticity (TWIP) steel

A flat 25(l) × 5(w) × 1(t) mm3 gage dog-bone-shaped sample of
fully recrystallised 24Mn–3Al–2Si–1Ni–0.06C (wt.%) face centred
cubic (fcc) austenitic TWIP steel was mechanically polished up to
the colloidal silica stage and subjected to uniaxial tensile testing
along the prior rolling direction, in speed control mode at
5 μm s−1. The details related to the earlier processing of the TWIP
steel are given elsewhere [15].

The tensile test was interrupted at true strains of 0%, 7.2%, 20.9%,
32.3% and 48%. Following each tensile test interruption, bulk texture
measurements were conducted in the middle of the gauge length.
After identifying the exact peak positions via a θ-2θ scan, the {111},
{200} and {220} incomplete (α = 0–85°, β = 0–360°) pole figures
were collected at 5° intervals in step mode (counting time= 5 s/step).

The background measurements were conducted at ±2° of a Bragg
peak position. An austenitic stainless steel (ASS) texture-free reference
sample was used to correct for the intensity loss in the {111}, {200} and
{220} incomplete pole figures of TWIP steel. The background and inten-
sity loss correction measurements were conducted in continuous mode
for a total counting time of 72 s at each tilt angle (α) such that one value
of integrated intensity was returned after the sample rotated (β) a full
360° at each α-angle.

The three sets of raw data files were imported to X'Pert Texture soft-
ware to correct the incomplete pole figures for background and X-ray
lens intensity. Following this, the normalised incomplete pole figures
were exported to ResMat where the orientation distribution functions
(ODFs) were calculated via series expansion. Since these ODFs do not
account for intensity loss correction, they are hereafter termed as the
uncorrected ODFs. An additional set of ODFs were calculated by
correcting for the background, X-ray lens intensity and intensity loss
and are hereafter referred to as experimental ODFs.

2.3. Additional intensity loss scans on a set of texture-free reference samples

Intensity loss correctionmeasurements were collected for a range of
Bragg angles (θ) using a set of texture-free reference samples compris-
ing ASS (fcc), aluminium (Al, fcc), copper (Cu, fcc), ferritic stainless steel
(FSS, body centred cubic (bcc)) andα-titanium (α-Ti, hexagonal closed
packed (hcp)) obtained from Labosoft S.C. and Bonet (Table 1). Similar
to the method stated in Section 2.2, all measurements were conducted
in continuous mode for a total counting time of 72 s at each tilt angle
(α) such that one value of integrated intensity was returned after the
sample rotated (β) a full 360° at each α-angle.

For each Bragg angle, the intensity loss correction factor was com-
puted via normalisation such that UI = Iα=0–85°/Iα=0°. Fig. 1(a–e) de-
picts the experimental intensity loss correction curves of ASS (Fig. 1a),
Al (Fig. 1b), Cu (Fig. 1c), FSS (Fig. 1d), α-Ti (Fig. 1e).

Irrespective of the type of texture-free reference sample, the correc-
tion factors were then collated in a matrix in ascending order of Bragg
angles and a linear fit [16] was performed for each tilt angle (Fig. 1f).
Consequently, for a given goniometer configuration, these linear fits

Table 1
Peak positions (2θ in degrees) for a Cu-Kα X-ray tube at which intensity correction factors were computed as a function of the tilt angle (α) for the set of texture-free reference samples
obtained from Labosoft S.C. and Bonet. (The peak positions at which intensity loss correction factors were not computed are missing their 2θ values).

fcc planes ASS Al Cu bcc planes FSS hcp planes α-Ti

{111} 43.61 38.48 43.33 {110} 44.58 f10�10g/{100} 35.11
{200} 50.79 44.74 50.47 {200} 64.91 {0002}/{002} 38.43
{220} 74.69 65.12 74.17 {211} 82.15 f10�11g/{101} 40.18
{311} 90.65 78.25 89.99 {220} 98.61 f10�12g/{102} 53.03
{222} 95.93 82.46 95.14 {310} 115.95 f11�20g/{110} 62.99
{400} – 99.06 – {222} 136.48 f10�13g/{103} 70.70
{331} 138.24 112.03 136.50 f20�20g/{200} –
{420} 146.93 116.57 144.65 f11�22g/{112} 76.28
{422} – 137.46 – f20�21g/{201} 77.39
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