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Gas–liquid two-phase flow is complex and has uncertainty in phase interfaces, which make the two-phase
flow look very complicated. Even though the flow behavior (e.g. coalescence, crushing and separation) of
single bubble or bubble groups in the liquid phase looks random, combining some established character-
istics and methodologies can find regularities among the randomness. In order to excavate the nonlinear
dynamic characteristics of gas–liquid two-phase flow, the authors developed an improved matrix pencil
(IMP) method to analyze the pressure difference signals of the two-phase flow. This paper elucidates
the influence of signal length on MP calculation results and the anti-noise-interference ability of the MP
method. An IMP algorithm was applied to the fluctuation signals of gas–liquid two-phase flow to extract
the mode frequency and damping ratio, which were combined with the component energy index (CEI) en-
tropy to identify the different flow patterns. It is also found that frequency, damping ratio, CEI entropy and
stability diagram together not only identify flow patterns, but also provide a new way to examine and un-
derstand the evolution mechanism of physical dynamics embedded in flow patterns. Combining these
characteristics and methods, the evolution of the nonlinear dynamic physical behavior of gas bubbles is
revealed.
© 2016 The Chemical Industry and Engineering Society of China, and Chemical Industry Press. All rights reserved.
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1. Introduction

Gas–liquid two-phase flow in narrow rectangular channels has
been the subject of increased research interest in the past decades
[1]. This situation exists commonly in power engineering, petro-
chemical industries, and heat/mass transfer operations, also in
chemical engineering equipment, such as evaporators, condensers,
reactors, and heat exchangers. In gas–liquid two-phase flow, the
flow pattern is the basis of successive heat and mass transfer re-
search. Different flow patterns have different impact on heat trans-
fer, i.e., the appearance of slug flow and mist flow can cause heat
transfer deterioration, which is very dangerous in high temperature
and high pressure conditions. All these high-risk heat transfer oper-
ations require accurate identification of two-phase flow patterns.

Safe and responsible development of methodologies associated
with reliable heat transfer performance requires the understanding
of dynamic physical characteristics for two-phase flow for better in-
dustrial system optimization design and dynamic monitoring of
working conditions.

Research on conventional-sized channel flow pattern already
has a good foundation [1,2]. Since the1990s, a trend has been grow-
ing in the study of flow pattern identification, based on a method of
chaos detection, fractal analysis, and complex networks as well as
time and frequency domain analysis [3]. Jin et al. [4–6] performed
dynamics analysis on oil and gas–liquid two-phase flow conduc-
tance signals by using a multiple chaotic parameter index; this anal-
ysis was limited by the center of multiple gravity trajectories in the
phase space. Progress has been made in revealing the mechanism of
two-phase flow patterns. Gao and Jin [7] applied the complex net-
work on the mechanical characteristics of two-phase flow to evolu-
tion analysis, and revealed the detailed mechanism of interaction
between gas and liquid. Sun. et al. [8] provided the identification
and analysis for the gas–liquid two-phase flow pattern and flow
characteristics of a horizontal Venturi tube by adapting the optimal
kernel time–frequency analysis method. Du et al. [9] analyzed the
conductance signals of the gas–liquid two-phase flow by using the
optimal kernel time–frequency characterization method. They
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accurately distinguished the different flow patterns by extracting
the two time–frequency characteristic values (total energy and en-
tropy). Manfredo [10] characterized flow properties by the phase
density time–frequency distribution characteristics of gas–liquid
two-phase flow image signals. Ommen et al. [11] reviewed two-
phase time–frequency domain analysis methods and analyzed
their advantages/disadvantages in the characterization of two-
phase flow dynamics characteristics. The method extracting the vi-
bration mode and their frequency and damping ratio have been ap-
plied to the two-phase flow field. This kind of algorithm mainly
includes wavelet transform [12], Hilbert–Huang transform (HHT)
[13,14] and stochastic subspace identification (SSI) [15].

Compared to regular channels, the information collected from
tiny channels is more sensitive to changes in experimental environ-
ment, and noise reduces more severely the amount of effective in-
formation. Therefore, revealing the inherent nonlinear dynamic
characteristics of a tiny channel as easily as that in a regular channel
seems difficult. In this case, an effective algorithm is required to
prevent noise and acquire the essentials from signals.

Matrix pencil (MP) [16,17] is an algorithm of vibration mode
parameter identification, which can obtain the vibration mode of
different orders. Hence, the main frequency and damping ratio
can be calculated from different vibration modes. This method
has been applied in power systems and in the construction field
[18]. However, the traditional matrix pencil algorithm is not good
at identifying the mode order of signals under noisy conditions. This
paper uses the stability diagram [19] to set the order of signals, and ap-
plies component energy index (CEI) to distinguish the false modals.
After processing the signal order and CEI intervention by the improved
MP (IMP) method, we can obtain the main vibration mode that repre-
sents typical characteristic of temporal signal. The IMP method can im-
prove the accuracy of mode parameter identification and reduce the
calculation load. This paper presents the best application of IMPmethod
and examines the influence of signal length on the IMP calculation re-
sults and the anti-noise-interference ability. Finally, the IMP method
was used to analyze the differential pressure signals of gas–liquid
two-phase flow in a narrow rectangular vertical upward pipe (the
inner diameter is 2.0 mm × 0.81 mm). The main vibration mode fre-
quency, damping ratio and CEI entropy were extracted to identify the
flow patterns. The evolution of nonlinear dynamic physical behavior
of gas bubbles was also presented.

2. Theoretical Basis

2.1. Matrix pencil

2.1.1. Matrix pencil theory
The phase interaction in gas–liquid two-phaseflows is featuredwith

high speed and uncertainty distribution characteristics. The two-phase
flow fluctuation signals present coupling oscillation characteristics of
different oscillation modes. The whole system can be assumed as the
linear superposition, wherein the mode can be fit to

y kTsð Þ ¼
XM
i¼1

Rie −αiþ jwið ÞkTs ð1Þ

where k=0,1,...,N-1,N is the number of sampling points; Ri ,αi ,wi is the
complex amplitude, attenuation factor and angular frequency of the ith
vibration mode; M is the signal order, and Ts is the sampling interval.

Using the sampling signal y=[y(0),y(1),⋯ ,y(N−1)]T to structure
the Hankel matrix YN−L×(L+1), normally, L = N/4 - N/3. The singular
value decomposition can be used on the Ymatrix [20]:

Y ¼ USVT ð2Þ

Taking columnswhich have the formerM larger singular valuesσi of
diagonal matrix S to make up the matrix S1, we were able to create
the right singular vectors vi corresponding to σi which formed
V′=[v1,v2, ... ,vM]. The matrix V1 is constructed by the matrix V′
without the first line, and the matrix V2 is constructed by V′ without
the last line.

Defining Y1 and Y2 as follows:

Y1 ¼ US1V
T
1

Y2 ¼ US1V
T
2

(
ð3Þ

Making zi=e(−α
i
+jwi)k, we canprove that zi is the generalized eigen-

value of matrix pencil Y2−λY1, namely by solving

G ¼ Yþ
1 Y2 ð4Þ

where Y1
+ is the pseudo-inverse matrix of Y1. G has n eigenvalues de-

noted by zi(i=1,2,3, ... ,n).
After determining the characteristic value zi ofmatrixG, the frequen-

cy and damping ratio can be obtained by

f i ¼
1
2π

Im
lnzi
Ts

� �
ð5Þ

σ i ¼ Re
lnzi
Ts

� �
ð6Þ

2.1.2. Evaluation methods
Noise resistance was regarded as an index in this study to evalu-

ate the method of dealing with a time series with strong noise pol-
lution. The influence of calculation results by signal length was
also considered in this section. Three kinds of simulation signals:
chaos (Lorenz), fractal (Conway) and periodicity (Sine) time series
were employed as examples for this purpose. The reason for
selecting this sequence as the simulation signals is that the signals
collected from experiments usually have typical chaotic, fractal
and periodicity characteristics. Another reason is that these simula-
tion time series exhibit typical dynamic behavior, being both typical
and classic.

The Lorenz, Conway and Sine series contain different types of noise
composed of several groups of time series produced under the following
conditions.

(1) Lorenz chaotic signal by the Lorenz equation:

dx
dt

¼ −10 x−yð Þ;
dy
dt

¼ −yþ 28x−xz;

dz
dt

¼ xy−
8
3
z;

ð7Þ

with the initial condition x = 2, y = 2, z = 20, the iteration is by
fourth-order Runge–Kutta method, and the variable X taken as
the simulation sequence (as shown in Fig. 1(a), S1) [21]. Two
kinds of noise signal are: noise1 = awgn(x,40 dB) (variable x is
mixed with the SNR of 40 dB Gaussian white noise, as shown in
Fig. 1(a), S2), noise2 = x + 0.2 × wgn(40 dB) (variable x is directly
mixed with the noise intensity of 40 dB Gaussianwhite noise, as shown
in Fig. 1(a), S3). The same noise adding method is applied onto the fol-
lowing two signals.

(2) Conway fractal signal & noise-added signals. Conway se-
quences are the fractal time series (as shown in Fig. 1(b),

738 H. Li et al. / Chinese Journal of Chemical Engineering 24 (2016) 737–748



Download English Version:

https://daneshyari.com/en/article/167926

Download Persian Version:

https://daneshyari.com/article/167926

Daneshyari.com

https://daneshyari.com/en/article/167926
https://daneshyari.com/article/167926
https://daneshyari.com

