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a  b  s  t  r  a  c  t

In this  paper,  we  present  a method  for reconstructing  3D  human  body  from  incomplete  data,  which  are
point  clouds  captured  by inexpensive  RGB-D  cameras.  Making  use  of  the volumetric  mesh  in  a  template,
the  fitting  process  is robust.  This method  produces  high  quality  fitting  results  on  incomplete  data,  which
are  hard  to be  offered  by  the  surface  fitting based  methods.  The  method  is formulated  as  an optimization
procedure,  so  that  the  results  of  volumetric  fitting  rely  on the  quality  of  initial  shape  (i.e.,  the  shape  of
template).  In  order  to  find  a good  initial  shape,  we  develop  a  template  selection  algorithm  to  choose  a
template  in  an  iterative  manner  by using  the statistical  models  of human  bodies.  Experimental  results
show  that  our  method  can  successfully  reconstruct  human  body  with  good  quality  to  be  used  in  design
and  manufacturing  applications.

© 2014  The  Society  of  Manufacturing  Engineers.  Published  by  Elsevier  Ltd.  All  rights  reserved.

1. Introduction

Three-dimensional models of human body are widely used in
many applications of robotics, virtual reality, design and man-
ufacturing. At present, the most standard and reliable method
for reconstructing 3D human bodies is to use structured-light or
laser-based scanners, which can produce accurate results of 3D
scanning. However, these devices usually occupy large space and
are very expensive (e.g., the Cyberware system [1] costs more than
$240,000). Moreover, the scanning procedure takes a long time
(e.g., >10 s). Another common approach for human body model-
ing is the image-based algorithms (e.g., [2,3]); however, as lack of
depth information, they always produce results with low accuracy.

Recently, RGB-D cameras (e.g., Microsoft Kinect at a price of
∼$100), have drawn much attention in the community of com-
puter graphics, design and manufacturing. The cameras can provide
both depth (D) and color (RGB) information. This kind of small and
inexpensive device allows consumers being able to afford it out-of-
laboratory. Therefore, many researchers (e.g., [4–6]) have started to
use Kinect in their 3D human modeling applications. Unfortunately,
these RGB-D cameras provide noisy information in low resolution
and the accuracy of depth values drops tremendously when the
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distance between camera and subject is large (see the detail anal-
ysis given by Khoshelham [7]). In the recent work of Tong et al. [5],
the cameras are placed very close to the subjects. Three Kinect sen-
sors and one turntable platform are utilized to compensate for the
narrow visible region. However, the major disadvantage of their
method is that the subject has to stand statically on the platform
about half a minute during the data collection.

Our work is motivated by building up a human body scanner
with inexpensive RGB-D cameras. This scanner is “instant” because
the step of data collection in our platform is just taking a camera
shot. Instant data-collection is a very important feature for scanning
impatient subjects (e.g., children). When Kinect sensors are used to
capture a full human body, they must be placed at least three meters
away from the subject. However, on the other aspect, we need to
place the cameras as close as possible to obtain depth information
in high accuracy. We  also try to reduce the number of sensors in
the system. This is because too many sensors will increase the com-
plexity of hardware installation (e.g., calibration) and meanwhile
lead to interference as mentioned by Maimone and Fuchs [8]. In
our system, two Kinect sensors are installed to obtain the human
shape. The relative position and orientation of the sensors would
affect the result of reconstruction. In order to capture the major
information of the subject’s shape, the sensors are installed in the
front and at the back of the subject to harvest 3D information of the
major body (i.e., from neck to thigh) - see Fig. 1 for an illustration.
The two sensors are calibrated by using a rectangular box which
has some color marker on its planar faces (see Fig. 2). Each sensor
should be able to view at least 4 markers. Note that the dimension
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Fig. 1. Hardware setup of our scanning system: two Kinect sensors are placed to
capture front and back of the major region (between neck and thigh) of a human
body.

Fig. 2. The figures show the noisiness and accuracy of the depth image captured by
RGB-D camera. The icon of eye shows the viewing direction of camera. The surface of
the  point cloud in (a) captured by the camera is very harsh, but the subject showed
in photograph (upper) actually have a smooth surface. It is showed the data from
RGB-D sensor is noisy. The figure (b) showing the RGB-D camera capturing an indoor
environment. Two zoom views show the objects placed at around 120 cm (upper,
right) and 260 cm (upper, left) away from the camera. It is clearly shown that the
gap between each pixels increasing with respect to the depth value.

of the box and the coordinates of each marker are predefined and
also known for the calibration algorithm. Based on the correspon-
dences between marks extracted from the color images, the rigid
transformation matrix of each sensor can be obtained. With the

help of these transformation matrices, the RGB-D images captured
by front and back sensors can be integrated together to represent
the 3D point cloud of a subject. The 3D model of a subject will
be reconstructed from this point cloud. Specifically, a volumetric
template fitting based algorithm is developed for reconstructing
human models from incomplete data. The template models are
represented as volumetric meshes, which provide volumetric infor-
mation to preserve the shape of human body robustly during the
fitting procedure. Features of human body (e.g., the feature curves
used in clothing industry) can be automatically extracted for the
subject when the template fitting is completed.

For template fitting algorithms, a good template (as an initial
guess) can always help to improve the quality of fitting. Taking
advantage of statistical analysis in shape space, we  propose an iter-
ative selection algorithm in this paper to find a good template. A
“good” template is defined as the one that are highly similar to
the target shape. Overview of the proposed framework is shown in
Fig. 3.

1.1. Related work

Literature review is taken in two  categories including human
body reconstruction and statistical models.

1.1.1. Human body reconstruction
There are many approaches in literature that focus on the human

body reconstruction from point clouds generated by structured-
light-based or laser-based scanners (Refs. [1,9]). However, such
scanners are too expensive to be used out-of-laboratory. Therefore,
we mainly focus on the camera-based approaches below.

Tong et al. [5] used three Kinect sensors to collect the 3D data
from different parts of human body, and perform pair-wise non-
rigid registration and global registration iteratively to combine the
data sets collected in different time instances. A full human body
can be reconstructed after the registrations. Weiss et al. [4] esti-
mated body shape by fitting image silhouettes and depth data to
SCAPE models [10]. The resultant model is a best match among
all candidates instead of being generated from the data itself. The
optimization step in their framework takes more than one hour.
Wang et al. [6] used a single fixed 3D camera to scan a full body.
They propose a part-based cylindrical representation for the human
model, and estimate 3D shape of a human body from four key views
extracted from a depth video sequence (captured by RGB-D cam-
era). However, the data collection time for all above methods is too
long for practical usage.

When the collected data is incomplete or with clothes, we  need
to estimate the underlying body shape. Hasler et al. [9] employed

Fig. 3. Overview of our framework for human body reconstruction: by iteratively applying the interlaced selection and fitting algorithms developed in this paper, the 3D
shape  of a full human body can be reconstructed from the incomplete data captured by inexpensive RGB-D cameras.
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