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a b s t r a c t

By constructing appropriate Lyapunov functions and using some inequality techniques and
a fixed point theorem, some sufficient conditions are obtained to ensure the existence and
global exponential stability of periodic solutions for impulsive Cohen–Grossberg neural
networks with delays. The boundedness of the activation functions is not assumed. The
criteria given can be easily verified and possess many adjustable parameters, which
provide flexibility for the design and analysis of the system. Several previous results are
improved and two examples are given to demonstrate the effectiveness of the theoretical
results.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

The Cohen–Grossberg neural network models proposed by Cohen and Grossberg [1] have been widely applied to
various problems arising in scientific and engineering fields, such as neural biology, signal and image processing, classi-
fication of patterns and quadratic optimization. In implementation of networks, time delays are inevitably encountered
because of the finite switching speed of amplifiers. Moreover, many physical systems also undergo abrupt changes at
certain moments due to instantaneous perturbations which lead to impulsive effects. So, the study of impulsive
Cohen–Grossberg neural networks with delays is known to be an important problem in theory and applications. Many
results on the existence, uniqueness, stability of solutions for this class of networks have been obtained in recent years
(see [2–20]).

Sometimes neural networks present periodic oscillations so that their appropriate models are differential equations with
periodic properties. Chen [8] and Bai [9] investigate stability of periodic solutions for impulsive neural networks with delays,
but activation functions in [8] are required to be bounded, while delays in [9] are required to be discrete, and they both
restrict the range on degree of jumps, which are also demanded in many recent articles. To the best of our knowledge,
few authors have considered the stability of periodic solutions for impulsive Cohen–Grossberg neural networks with
time-varying delays, which we will study in details in this paper.

We consider the following Cohen–Grossberg neural networks
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where xiðtÞ corresponds to the state of the ith unit at time t;n � 2 is the number of units in the networks. ciðuÞ represents an
amplification function, aiðt;uÞ is an appropriately behaved function, f jðuÞ is the activation function, coefficients bijðtÞ and
dijðtÞ denote the strength of the synaptic connection between the jth unit and the ith unit. sijðtÞ corresponds to the finite
speed of the axonal signal transmission and satisfies 0 6 sijðtÞ 6 s (here s is a constant), IiðtÞ is the external bias on the
ith neuron at time t.

Throughout this paper, we assume aiðt;uÞ; bijðtÞ; dijðtÞ; IiðtÞ and sijðtÞ are all continuous and T-periodic functions, and the
sequence of positive real numbers ftkgk2N are strictly increasing, and limk!1tk ¼ þ1. Moreover, we assume that there exists
q 2 N such that

ft1; . . . ; tqg � ð0; TÞ; tkþq ¼ tk þ T; ciðkþqÞ ¼ cik; k 2 N; i ¼ 1; . . . ;n:

A solution xðtÞ ¼ ðx1ðtÞ; . . . ; xnðtÞÞT of (1.1) on ½0;þ1Þ is a piecewise continuous vector function which belongs to the space
PCð½0;þ1Þ; RnÞ ¼ f/ : ½0;þ1Þ ! Rn : /ðtÞ is continuous for t – tk; /ðtþk Þ; /ðt�k Þ 2 Rn and /ðt�k Þ ¼ /ðtkÞg. A function
/ðtÞ 2 PCð½0;þ1Þ; RnÞ is said to be T-periodic if /ðt þ TÞ ¼ /ðtÞ; t P 0. The system (1.1) is supplemented with initial values
given by

xðsÞ ¼ /ðsÞ; s 2 ½�s;0�; / 2 PCð½�s;0�; RnÞ; i ¼ 1; . . . ;n:

And for convenience, we define k/k ¼ sup�s6s�0ð
Pn

i¼1j/iðsÞj
rÞ1=r

; kxðtÞk ¼ ð
Pn

i¼1jxiðtÞjrÞ
1=r
;/ 2 PCð½�s;0�; RnÞ; xðtÞ 2

PCð½0;þ1Þ; RnÞ; r > 1.
In addition, we formulate the following assumptions:

(H1) Each function ciðuÞ is bounded, positive, i.e., there exist constants ci; ci such that 0 < ci 6 ciðuÞ 6 ci; i ¼ 1; . . . ;n, and
c ¼ min16i6nfcig; c ¼max16i6nfcig;

(H2) aiðt;uÞ�aiðt;vÞ
u�v P liðtÞ > 0 for u; v 2 R;liðtÞ are continuous and T-periodic functions;

(H3) f ið�Þ is Lipschitzian with Lipschitz constant Li > 0, i.e.,

jf iðuÞ � f iðvÞj 6 Liju� vj; for u;v 2 R; i ¼ 1; . . . ;n:

The remainder of this paper is organized as follows. In Section 2, we introduce some basic definitions and lemmas. The
main results and some corollaries are given in Section 3. In Section 4, two examples are given to show the effectiveness of the
proposed method. Finally, Section 5 concludes the paper.

2. Preliminaries

First, we present two definitions:

Definition 2.1. The solution x�ðt;/�Þ of the system (1.1) is said to be globally exponentially stable if there exist constants
M � 1 and e > 0 such that an arbitrary solution xðt;/Þ of the system (1.1) satisfies the inequality

kxðt;/Þ � x�ðt;/�Þk 6 Mk/� /�ke�et ;

for all t � 0.

Definition 2.2. Let f ðtÞ : R! R be a continuous function, then the upper right derivative of f ðtÞ is defined as

Dþf ðtÞ ¼ lim
h!0þ

sup
f ðt þ hÞ � f ðtÞ

h
:

We quote two lemmas from [20,21] below:

Lemma 2.1 (Yang inequality [20]). For a � 0; b > 0, the following inequality holds:

ab 6
1
p

ap þ 1
q

bq
;

where p > 1 and 1
pþ 1

q ¼ 1.
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