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programming (DP), genetic algorithms and particle swarm optimization (PSO). Our
approach integrates the merits of both DP and artificial optimization techniques and it
S . has two characteristic features. Firstly, the proposed algorithm converts fuzzy multiobjec-
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Dynamic programming tive optimization problem to a sequence of a crisp nonlinear programming problems. Sec-
Swarm optimization onc!ly, the proposed algorithm uses H-SOA for solving nonlinear programming problem. In
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of the problem such as differentiability and continuity. Finally, with different degree of o
we get different o-Pareto optimal solution of the problem. A numerical example is given
to illustrate the results developed in this paper.
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1. Introduction

Multiobjective optimization (MOO) is an important research topic for both scientists and engineers. In MO, a set of non-
dominated solutions is usually produced instead of single recommended solution. According to the concept of dominance,
also referred as Pareto optimality, a solution to a MO problem is non-dominated, or Pareto optimal, if no objective can be
improved without worsening at least one other objective. Naturally, these objective functions and constraints involve many
parameters whose possible values may be assigned by the experts. In the traditional approaches, such parameters are fixed
at some values in an experimental and/or subjective manner through the experts’ understanding of the nature of the param-
eters. In practice, however, it is natural to consider that the possible values of these parameters are often only ambiguously
known to experts’ understanding of the parameters as fuzzy numerical data which can be represented by means of fuzzy
subsets [1] of the real line known as fuzzy numbers. Recently, Sakawa [2] introduced the concept of x-multiobjective pro-
gramming based on the o-level sets of the fuzzy numbers and several interactive decision-making methods were introduced
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[3]. In [4] a method for solving linear programming problems where all the coefficients are, in general, fuzzy numbers was
proposed. They offer for the decision-maker (DM) the optimal solution for several different degrees of feasibility. With this
information the DM is able to establish a fuzzy goal, and build a fuzzy subset in the decision space whose membership func-
tion represents the balance between feasibility degree of constraints and satisfaction degree of the goal. In [5] an effective
particle swarm optimization algorithm was presented to find a good approximation of Pareto frontier to fuzzy multi-objec-
tive unrelated parallel machines scheduling problem, the proposed algorithm exploits new selection regimes for preserving
global as well as personal best solutions. Moreover, a generalized dominance concept in a fuzzy environment is employed to
find locally Pareto-optimal frontier. In [6] a hybrid fuzzy multi-objective programming model including both quantities and
qualitative constraints and objectives is proposed to determine the optimal price markdown policy and aggregate production
planning in a two echelon supply chain. The model aims to maximize the total profit of manufacturer, the total profit of re-
tailer and improving service aspects of retailing simultaneously.

The use and development of heuristic-based optimization techniques have significantly grown. Since they use a popula-
tion of solutions in their search, it is more likely to find the global solution of a given problem. In recent years there have
been a lot of reported works focused on the hybridization of PSO with other heuristic based optimization techniques [7-
9]. In [10], PSACO (particle swarm ant colony optimization) algorithm was proposed for highly non convex optimization
problems. In [11], GA has been incorporated into PSO as a hybrid method combining two heuristic optimization techniques
for the global optimization of nonlinear optimization problem. In [12] an improved multi-objective particle swarm optimi-
zation algorithm was applied to cope with a stochastic multi-objective DEED problem. To enhance the overall performance
and effectiveness of the particle swarm optimization, a fuzzy adaptive technique, Theta-search and self-adaptive learning
strategy for velocity updating are used to tune the inertia weight factor and to escape from local optima, respectively. In
[13], a hybrid intelligent algorithm by combining the particle swarm optimization (PSO) with chaos searching technique
(CST) is presented for solving nonlinear bilevel programming problems where particles in the front of list are updated by
PSO, while particles in the end of list are updated by CST. The CST used here is not only to enhance the particles but also
to improve the diversity of the particle swarm so as to avoid PSO trapping the local optima. In [14] predator-prey optimi-
zation (PPO) is used as a base level search in the global search space and Powell’s method as a local search technique. Pred-
ator-prey model is based on particle swarm optimization (PSO). In [15] a hybrid multiobjective evolutionary algorithm
combining two heuristic optimization techniques was proposed. It integrates the merits of both genetic algorithm (GA)
and particle swarm optimization (PSO), and has two characteristic features. Firstly, the algorithm is initialized by a set of
random particles which is flown through the search space. In order to get approximate nondominated solutions PND, an evo-
lution of this particle is performed. Secondly, the local search (LS) scheme is implemented as a neighborhood search engine
to improve the solution quality.

Dynamic programming is a useful mathematical technique for making a sequence of interrelated decisions. It provides a
systematic procedure for determining the optimal combination of decisions. In contrast to linear programming, there does
not exist a standard mathematical formulation of the” dynamic programming problem. Rather, dynamic programming is a
general type of approach to problem solving, and the particular equations used must be developed to fit each situation.
Therefore, a certain degree of ingenuity and insight into the general structure of dynamic programming problems is required
to recognize when and how a problem can be solved by dynamic programming procedures. These abilities can best be devel-
oped by an exposure to a wide variety of dynamic programming applications and a study of the characteristics that are com-
mon to all these situations. A large number of illustrative examples are presented for this purpose. Dynamic programming
technique that divides the problem to be solved into a number of sub problems and then solves each sub-problem in such a
way that the overall solution is optimal to the original problem. Dynamic programming is a applicable when subproblem are
not independent, that is, when subproblem share subproblems. A dynamic programming algorithms solve every problem
just once and then saves its answer in the table, thereby avoiding the work of recomputing the answer every time the Sub-
problem is encountered. It is typically applied to optimization problems. In such problems there are many possible solutions
each solution has a value, and we wish to find a solution with optimal (minimum or maximum) value. We call such a solu-
tion an optimal solution to the problem. Dynamic programming has a variety of applications as follows,

. Bioinformatics [16].

. Molecular biology [17].

. Control theory [18-20].

. Information theory [21,22].

. Operations research [23].

. Computer science: theory, graphics, Al [24,25].
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Unfortunately, dynamic programming has often been dismissed because it suffers from “the curse of dimensionality.” In
fact, there are up to three curses of dimensionality: the state space, the outcome space and the action space. The term curse
of dimensionality was coined by Richard E. Bellman when considering problems in dynamic optimization [26,27].

In this paper, we present an interactive approach for generating an «-Pareto optimal solution of multiple objective math-
ematical programming problems with fuzzy parameters which posses certain structure [1,28]. This Method is formally, a
natural extension of the work already given by the author Osman et al. 2003 [28] based on evolutionary Genetic algorithm,
but the present approach is based on hybrid swarm optimization (H-SOA), which integrates the merits of both GA and PSO.
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