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1. Introduction

In multi-criteria decision making problems, decision makers usually use preference relations (e.g. reciprocal relations or
multiplicative preference relations) to express their preferences over each pair of alternatives (or criteria). To get the priority
vector of preference relations, a lot of weight-determining methods have been developed in the last decades. Wang et al. [1]
proposed a chi-square method (CSM) for obtaining priority vectors from multiplicative and reciprocal relations. Fan et al. [2]
proposed a goal programming approach to solving group decision making problems where the preference information on
alternatives provided by the decision makers is represented in two different formats, i.e. multiplicative preference relations
and reciprocal relations. Xu [3] defined the concepts of incomplete reciprocal relation, additive consistent incomplete reci-
procal relation and multiplicative consistent incomplete reciprocal relation, and then proposed two goal programming mod-
els, based on additive consistent incomplete reciprocal relation and multiplicative consistent incomplete reciprocal relation,
respectively, for obtaining the priority vector of incomplete reciprocal relation. Wang and Fan [4] applied the logarithmic and
geometric least squares methods (LLSM and GLSM) to deal with group decision analysis problems with reciprocal relations,
where multiplicative preference relations, if any, are transformed into reciprocal relations through proper transformation
technique. Xu (2005) proposed a least deviation method (LDM) to obtain a priority vector of a reciprocal relation using
the transformation relation between multiplicative preference relation and reciprocal relation.

Because of the uncertainty of real problems and intuitiveness of human judgments, it often happens that the given com-
parisons are inconsistent each other and some of them are missing. The priority vector obtained by the above methods are
always crisp values, however, the provided preference relations are always inconsistent due to the decision makers’ intui-
tion, and interval evaluations are more suitable for representing uncertain information. Entani and Tanaka [5] and Sugihara
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et al. [6] proposed methods to obtain interval weights from multiplicative preference relations. They denoted that even if
preference values with respect are given as crisp values, the priority weights should be estimated as intervals because of
a decision maker’s uncertainty of judgments. Guo and Tanaka [7] proposed linear programming and quadratic programming
problems to minimize the imprecision of judgment to estimate interval probabilities of multiplicative preference relations.
Entani and Sugihara [8] proposed models to obtain interval priority of the multiplicative preference relations from the view-
points of entropy in probability, sum or maximum of widths, or ignorance. The interval priority helps a decision maker to
recognize his/her uncertainty on the problem as well as the relative importance of the attributes. However these methods
are not suitable to deal with reciprocal relations. Motivated by this idea, we give two methods to determine the interval pri-
ority vectors from reciprocal relations based on multiplicative and additive consistency, and then extend them to incomplete
and interval situations.

To do this, the remainder of this paper is organized as follows: in Section 2, we first give some basic concepts. In Section 3,
some models are established to derive interval weights from reciprocal relations based on multiplicative and additive con-
sistency, respectively, and then are extended to deal with the incomplete reciprocal relations. Section 4 constructs several
models to determine interval weights for interval reciprocal relations and incomplete interval reciprocal relations. Section 5
gives some concluding remarks.

2. Some basic concepts

Definition 1 [9]. Let X = {x,X;,...,X,} be a set of alternatives, then A = (ay),,, is called a reciprocal relation on X x X with

the condition that

nxn

a; >0, ay+ai=1, ij=12,...,n, (1)

where a; denotes the degree that the alternative x; is prior to the alternative x;.

If some elements in A cannot be given by the decision maker, then A can be called an incomplete reciprocal relation
[3], in which we denote the unknown values by “-”, and the others provided by the decision maker satisfy the
condition (1).

Definition 2 [10]. Let A = (ay),,,,
satisfies the following property:

be a reciprocal relation, then A is called a multiplicative consistent reciprocal relation if it

a; > 0, ajapay = aGiaay, i,j,k=1,2,....n (2)
and such a reciprocal relation can also be given by

o w; ce
auiW—,‘-‘er, i,j,k=1,2,...,n, (3)

where w = (Wy,ws, ... ,wn)T is the priority vector of A and

dwi=1,w;>0 i=12,...,n 4)

i=1

Definition 3 [10]. Let A = (ay)
following is satisfied:

be a reciprocal relation, then A is called an additive consistent reciprocal relation, if the

nxn

aij:aik+a’(j_0'57 i7j’k:1727"'7n7 (5)

which can also be given as [11]:

a; =0.5(w; —w; +0.5), ijk=12...,n, (6)

where w = (wy,w,, ..., w,)" is the priority vector of A and satisfy the condition (4).

For an incomplete reciprocal relation, if its known elements satisfy the condition (3), then it is considered as a
multiplicative consistent incomplete reciprocal relation; if its known elements satisfy the condition (6), then it is considered
as an additive consistent incomplete reciprocal relation.

Definition 4 [12]. Let @ = [a~,a*] and b = [b™,b"| be two any interval values, where 0 < a~ <a* <land 0<b™ <b" <1,
then the degree of possibility of a > b is defined as:

~ = max{0,a"—b }-max{0,a —b"}
d(a>b>_ at—a +b" —b '

(7)
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