
A secant algorithm with line search filter method
for nonlinear optimization

Chao Gu a,*, Detong Zhu b

a School of Mathematics and Information, Shanghai LiXin University of Commerce, Shanghai 201620, PR China
b Business College, Shanghai Normal University, Shanghai 200234, PR China

a r t i c l e i n f o

Article history:
Received 1 February 2009
Received in revised form 17 July 2010
Accepted 21 July 2010
Available online 2 August 2010

Keywords:
Line search
Filter method
Secant algorithm
Lagrangian function
BFGS update
Convergence
Maratos effect

a b s t r a c t

Filter methods were initially designed for nonlinear programming problems by Fletcher
and Leyffer. In this paper we propose a secant algorithm with line search filter method
for nonlinear equality constrained optimization. The algorithm yields the global conver-
gence under some reasonable conditions. By using the Lagrangian function value in the fil-
ter we establish that the proposed algorithm can overcome the Maratos effect without
using second order correction step, so that fast local superlinear convergence to second
order sufficient local solution is achieved. The primary numerical results are presented
to confirm the robustness and efficiency of our approach.

� 2010 Elsevier Inc. All rights reserved.

1. Introduction

Consider the following optimization problem with nonlinear equality constraint (NLP)

min f ðxÞ ð1:1aÞ
subject to cðxÞ ¼ 0; ð1:1bÞ

where f ðxÞ : Rn ! R1 and cðxÞ : Rn ! Rm with m < n are smooth. There are quite a few literatures proposing reduced Hessian
algorithms in [1,2] and secant algorithms (two-step algorithms in [3]) to solve this problem. Compared with the widely
reduced Hessian algorithms which refer to an orthonormal basis that might be difficult to find a continuous basis (see,
for example, [4]), the secant algorithms have a main advantage which rests in the use of an orthogonal projection operator
which is continuous.

For simplicity, we now only introduce Algorithm 3 of a family of secant algorithms presented by Fontecilla in [3]. Let k�k
be the Eudidean norm on Rn. For simplicity, we denote f(xk) by fk; rf(xk) by gk;r2

xxf ðxkÞ by r2fk; c(xk) by ck; A(xk) by Ak; k(xk)
by kk; rk(xk) by rkk where rk(x) is the Jacobian of k(x).

Given x0, k0, B0

For k = 0 Until convergence Do

kk ¼ � AT
k Ak

� ��1
AT

k gk; ð1:2Þ
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Bkwk ¼ �rxLðxk; kkÞ; ð1:3Þ
hk ¼ Pðxk;BkÞwk; ð1:4Þ
vk ¼ �Aykck; ð1:5Þ
sk ¼ hk þ vk; ð1:6Þ
yk ¼ rxLðxk þ hk; kkÞ � rxLðxk; kkÞ; ð1:7Þ
Bkþ1 ¼ DFP=BFGSðhk; yk; BkÞ; ð1:8Þ
xkþ1 ¼ xk þ sk: ð1:9Þ

In the above algorithm, Lðx; kÞ is the Lagrangian function defined by

Lðx; kÞ ¼ f ðxÞ þ kT cðxÞ; ð1:10Þ

Pðxk;BkÞ ¼ I � B�1Ak AT
k B�1Ak

� ��1
AT

k is an oblique projection onto the null subspace N AT
k

� �
, and Ayk ¼ Ak AT

k Ak

� ��1
is the Moore–

Penrose inverse of AT
k . In fact, k(x) can be found by solving the least squares problem

min
k
kAðxÞkþ gðxÞk: ð1:11Þ

In the secant algorithm, hk is used to update the matrices Bk by either the DFP or the BFGS secant update

BDFP
kþ1 ¼ Bk þ

ðyk � BkhkÞyT
k þ ykðyk � BkhkÞT

yT
k hk

�
hT

kðyy � BkhkÞykyT
k

yT
k hk

� �2 ; ð1:12Þ

BBFGS
kþ1 ¼ Bk þ

ykyT
k

yT
k hk
� BkhkðBkhkÞT

hT
k Bkhk

ð1:13Þ

and vk satisfies the linear constraint property

AT
kvk þ ck ¼ 0:

Under the following assumption

lim
k!1

kPðxk;BkÞðBk �W�Þhkk
khkk

¼ 0 ð1:14Þ

and some other reasonable conditions, the convergence rate is two-step Q-superlinear, i.e.,

lim
k!1

kxkþ1 � x�k
kxk�1 � x�k

¼ 0: ð1:15Þ

Recently, Fletcher and Leyffer [5] proposed filter methods for nonlinear programming (NLP), offering an alternative to
merit function method, as a tool to guarantee global convergence in algorithms for nonlinear programming (NLP). The under-
lying concept is that trial points are accepted if they improve the objective function or improve the constraint violation in-
stead of a combination of those two measures defined by a merit function. Wächter and Biegler [6–8] gave a filter line search
method for equality constrained nonlinear programming (NLP). In [9], they presented a primal–dual interior-point algorithm
with a filter line search method for nonlinear programming and the practical results were encouraging. Gu and Zhu [10] pre-
sented a filter interior-point algorithm with projected Hessian updating for nonlinear optimization.

Stimulated by the progress in these aspects, we propose a secant algorithm with line search method for nonlinear equal-
ity constrained optimization. The main difference consists in using the Lagrange function value f(x) + k(x)Tc(x) instead of the
objective function value in the filter together with an appropriate infeasibility measures. The algorithm yields the global con-
vergence under some reasonable conditions. Further, we establish that the proposed algorithm can overcome the Maratos
effect without using second order correction step which is important in theory. Moreover, since second derivatives are
not required, our algorithm is sometimes more efficient than Newton’s algorithm.

The paper is outlined as follows. In Section 2, we state the secant algorithm with line search filter method; the global con-
vergence of the algorithm is proved in Section 3; the local two-step Q-superlinear convergence rate is established in Section
4; finally, we report some numerical experiments in Section 5.

2. Algorithm

Given a starting point x0, the proposed line search method generates a sequence of improved estimates xk of the solution
for the NLP (1.1b). For this purpose in each iteration k a search direction sk is computed by the secant algorithm at xk. After a
search direction sk has been computed, a step size ak 2 (0,1] is determined in order to obtain the next iterate

xkþ1 ¼ xk þ aksk: ð2:1Þ

In this paper we consider a backtracking line search procedure, where a decreasing sequence of step sized ak,l 2 (0,1]
(l = 0,1,2, . . .) is tried until some acceptance criterion is satisfied.
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