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a b s t r a c t

Data assimilation method, as commonly used in numerical ocean and atmospheric circula-
tion models, produces an estimation of state variables in terms of stochastic processes. This
estimation is based on limit properties of a diffusion-type process which follows from the
convergence of a sequence of Markov chains with jumps. The conditions for this conver-
gence are investigated. The optimisation problem and the optimal filtering problem asso-
ciated with the search of the best possible approximation of the true state variable are
posed and solved. The results of a simple numerical experiment are discussed. It is shown
that the proposed data assimilation method works properly and can be used in practical
applications, particularly in meteorology and oceanography.

� 2008 Elsevier Inc. All rights reserved.

1. Introduction

In numerical modelling of geophysical systems, such as the ocean, the atmosphere or climate in general, data assimilation
(DA) is a common and a popular tool. It produces the initial conditions for weather and climate models and complements
monitoring by correcting model variables towards observations. Therefore, DA methods have a substantial impact in weath-
er and climate model predictability and, consequently, in several human activities that rely on weather and climate forecasts,
such as agriculture, water resources and others.

Such a correction of the model state by observational data is generally based on a scheme of the following type: a system
of partial differential equations, usually represented in finite-difference or finite-element form, is considered on the time
interval ðt0; TÞ and in a 3-d domain. In general, t0 may be associated with 0, while T can be considered as finite or infinite.
The interval ðt0; TÞ can be broken down into subintervals ðt0; t1Þ; ðt1; t2Þ; ðtk; tkþ1Þ . . . On any subinterval ðtk; tkþ1Þ, the model
starts at time tk with the initial vector hk, also called as background state-vector, and it is integrated forward until tkþ1, when
it produces (predicts) the state-vector hm

kþ1. Hereafter, the superscript m indicates that the system state was obtained only by
model integration without any other source of information. Over the time interval ðtk; tkþ1Þ and in some sub domain of the
model, a series of observations of the state variable represented by the vectors nk

1; . . . ; nk
l are made available. Each observa-

tional vector nk
i may be composed by different state variables, e.g., temperature, salinity, etc. Usually, vectors nk

i , i ¼ 1; . . . ; l
are a subset of the state-vector hk, since only part of the model state may be observed. Then, the model output hm

kþ1 at time
kþ 1 is corrected by observational information and the model according to the following scheme of correction:
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hkþ1 ¼ hm
kþ1 þ

Xl

i¼1

aiðnk
i � Hih

m
k Þ: ð�Þ

Here, Hih
m
k denotes the projection of model variables in the model domain onto the observational locations in each subin-

terval ðtk; tkþ1Þ. The model and the measured variables are taken at the specific time in which the observational data are
available during the considered time subinterval. The weight functions ai also depend on time and space and may be either
known a priori or determined by some appropriate algorithm. The corrected state-vector hkþ1, the so-called objective anal-
ysis, is then taken as a initial condition for the next step of the model integration.

Under the name ‘‘data assimilation methods” (DA methods) or sequential DA methods various versions of this scheme are
used in geophysics. In particular, observations and initial conditions may be considered as random, and the Kalman filter
approach determines the optimal weight coefficient ai utilising the statistical properties of observational data and the sto-
chastic form of the model dynamics [1]. Alternatively observations may not be considered as random. In this case, the opti-
mal weights may be determined according to a variational DA technique, by minimising the distance in a given metric
between observations and model trajectory with respect to initial conditions [2]. The integration intervals can be previously
defined, for instance, 24 h, and the DA is realised in the end of this integration. The assimilation intervals can also be con-
sidered as random, e.g., in modern coupled ocean–atmosphere models the correction can be applied when the model tem-
perature difference between ocean and atmosphere exceeds a certain threshold.

Despite these and other differences, all sequential DA methods follow essentially the scheme mentioned above. Therefore,
it turns out interesting to review these techniques from a different point of view. At the instant of assimilation, the time series
of hk undergoes a jump of its trajectory. What will happen if the interval between two consecutive assimilations approaches to
zero along with the values of the jump? How does the limiting behaviour of the trajectories depend on the number of state
variables and their distributions? Under which conditions does the limiting distribution of hk exist as T goes to infinity? Also,
what will the limit be? If it exists, the distribution is called stationary. These and similar questions attract interest not only
from the pure theoretical point of view, but also for practical reasons. For instance, knowing the limiting behaviour of the time
series for Dtk ¼ tkþ1 � tk ! 0, it becomes easy to calculate various parameters needed for the weather forecast, while knowing
stationary distribution enhances the reliability of climate prediction. In addition, with this limit the optimisation problem for
the weight coefficients, which generally are the extremum of some given function, may be simplified.

One of the goals of the present paper is to find out, under appropriate conditions, the limiting behaviour of trajectories of
the objective analysis hk as a function of time when the interval between two consecutive assimilations approaches to zero
along with the vanishing of the values of the jump. The limiting process has continuous trajectories with probability 1 and
the distribution of these trajectories satisfies the Fokker–Planck equation. Based on the properties of the limiting trajectories,
another goal of the present paper is to pose and to solve the optimisation problem for the best weight coefficients. Finally,
only for illustration of the feasibility and usefulness of this method, a numerical experiment is performed. Also, it is shown
that the known and popular optimal interpolation DA scheme can be considered as a particular case of the studied method
under some additional conditions.

The proposed approach is a new contribution in the DA area and builds a bridge between the theory of stochastic process
and DA techniques. This paper is a continuation of previous works by the authors [3,4]. Section 2 presents the formulation of
the problem and the main notation. Section 3 is dedicated to the optimisation problem and to the reduction of the known
estimation method to the considered scheme. Section 4 deals with the numerical experiment. The last section contains dis-
cussions and conclusions.

2. Main definitions and notations

Let the system of equations

ohðtÞ
ot
¼ Mðh; tÞ ð1Þ

be considered on the time interval ðt0; TÞ. Throughout the paper, time t is supposed to vary continuously. Without loss of
generality, t0 hereafter will be associated with 0, while T may be finite or infinite. In (1), hðtÞ represents the random
state-vector of dimension r defined on a given probability space, and Mðx; tÞ denotes a non-random, in general non-linear,
operator acting in Rr . This operator does not explicitly involve temporal derivatives. The symbol 0 denotes the transpose
of a vector and/or matrix; the symbols | | and kk represent the vector and the matrix norms, respectively. A sequence of time
series is considered, and for each series, the interval ð0; TÞ is broken down by the points ð0 ¼ t0;n; t1;n; t2;n; . . . ; tkT;n ¼ TÞ. The
first index in this series denotes time in chronological order, and the second index refers to the series number. It is supposed
that in each series on the interval Dtk;n ¼ tkþ1;n � tk;n a number of random vectors ðnk;n

1 ; . . . ; nk;n
i ; . . .Þ, i ¼ 0;1; . . . ; mk;n, each vec-

tor with dimension q, q 6 r, are observed. Hereafter, mk;n is an integer random multi-index with the given distribution
pn

i ¼ Pðmk;n ¼ iÞ; i P 0, independent of vectors nk;n
i . So, this condition means that an arbitrary random set of observations

can be involved in each interval. Their distribution may also vary.
Knowing: (i) the solution of system (1), i.e., the model forecast hm

k;nðtÞ for a given initial vector hk;n on the entire subinterval
Dtk;n; (ii) the observed variables nk;n

i ; and (iii) the value of the random index mk;n, the innovation vectors for each series n in
the subinterval can be introduced by

2166 C.A.S. Tanajura, K. Belyaev / Applied Mathematical Modelling 33 (2009) 2165–2174



Download English Version:

https://daneshyari.com/en/article/1706738

Download Persian Version:

https://daneshyari.com/article/1706738

Daneshyari.com

https://daneshyari.com/en/article/1706738
https://daneshyari.com/article/1706738
https://daneshyari.com

