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1. Introduction

The computation of integrals of the form of

1
1)) = / Sy (11)

is one of oldest and most important issues in numerical analysis. Among all interpolation type quadrature
rules with n nodes, the Gauss quadrature

IS[f] = ijf(l‘j) (1.2)

has the highest accuracy of degree 2n — 1, where x; are the zeros of the Legendre polynomial of degree n,
ordered by —1 < 27 < 29 < - -+ < x,, < 1, and wy, the corresponding weights in the n-point Gauss quadrature
(k=1,2,...,n). Fast evaluation of the nodes and weights with O(n) operations for the Gauss quadrature
was given by Glaser, Liu and Rokhlin [1], Bogaert, Michiels and Fostier [2], and Hale and Townsend [3]. A
MATLAB file for computation of these nodes and weights can be found in CHEBFUN system [4].

* This work was supported by National Science Foundation of China (No. 11371376), the Innovation-Driven Project and the
Mathematics and Interdisciplinary Sciences Project of Central South University.
E-mail address: xiangsh@mail.csu.edu.cn.

http://dx.doi.org/10.1016/j.aml.2016.01.015
0893-9659/© 2016 Elsevier Ltd. All rights reserved.


http://dx.doi.org/10.1016/j.aml.2016.01.015
http://www.sciencedirect.com
http://www.elsevier.com/locate/aml
http://crossmark.crossref.org/dialog/?doi=10.1016/j.aml.2016.01.015&domain=pdf
mailto:xiangsh@mail.csu.edu.cn
http://dx.doi.org/10.1016/j.aml.2016.01.015

S. Xiang / Applied Mathematics Letters 58 (2016) 42—48 43

By using new asymptotics on the coeflicients of Chebyshev expansions for functions of finite regularities,
Trefethen in [5,6] showed that for an integer k& > 1, if f(z) has an absolutely continuous (k — 1)st derivative
f%=1 on [~1,1] and a kth derivative f*) of bounded variation V}, = Var(f(*)) < oo, then for each j > k+1,
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and for all n > k/2+ 1
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where a; is the coefficient of the following Chebyshev series expansion

(1.4)
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Here the prime denotes the summation whose first term is halved, T;(z) = cos(jcos™' z) denotes the
Chebyshev polynomial of degree j, and the Chebyshev coefficient a; is defined by
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One further power of n for n-point Gauss quadrature is given in Xiang and Bornemann [7] for f € X*
with s > 2, based on the work of Curtis and Rabinowitz [8] and Riess and Johnson [9] from the early 1970s,
and a refined estimate for Gauss quadrature is applied to Chebyshev polynomials due to Petras in 1995 [10].
Here, we say f € X if the Chebyshev coefficient a; satisfies that a; = O(j~*71) [7]. From [5,6], we see that if
f(x) has an absolutely continuous (k — 1)st derivative f*~1) on [~1,1] (if k > 1) and V4 < oo then f € X*.

In this paper, we will present refined estimates on the aliasing errors about the integration of Chebyshev
polynomials by Gauss quadrature, and give an improved convergence rate for n-point Gauss quadrature for
feXs.

2. On the optimal general convergence rates for Gauss quadrature

From (1.5), we see that the quadrature of Gauss-quadrature can be written as

oo
EJIf1= Y aEJ[T], feX® s>0. (2.1)
j=2n
Knowledge of the errors in the numerical integration of Chebyshev polynomials of the first kind, T} (x),
is useful in various situations including the error in integrating functions of low-order continuity or with
branch-point singularities and computing the norm of the error functional of the given rule in a certain
family of Hilbert spaces of analytic functions [8].
Applying the estimate in Gatteschi [11]

z; = cos (qu + écot((ﬁj) + ()(j—Qn—l)) , 1<5<

and an O(n~!) bound on the weights w;, Curtis and Rabinowitz [8] showed that the error in integrating the
Chebyshev polynomials satisfies

2
(—1)ji +0 <:)Z3> +0 (mi;);gn) , —n<r<n,
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for 2n <m = j(4n+2) 4+ 2r with —n <r <mn and j > 0.

Eg[Tm] =
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