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a b s t r a c t

In this paper we use variational methods to investigate the existence of periodic solutions
for some second order delay differential systems with impulsive effects. Some new meth-
ods and results are obtained.
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1. Introduction

In this paper, we study the following second-order delay differential systems with impulsive conditions:
ü(t)+ λu(t − π) = −f (t, u(t − π)), for t ∈ (tk−1, tk)

∆u̇(tk) = gk(u(tk − π)),

u(0) = u(2π), u̇(0) = u̇(2π),
(1.1)

where k ∈ Z, u ∈ RN , λ ∈ R is a parameter; gk(u) = graduGk(u), Gk ∈ C1(RN ,R) for each k ∈ Z and there exist an m ∈ N
such that 0 = t0 < t1 < · · · < tm < tm+1 = π , tk+m+1 = tk + π and gk+m+1 = gk for all k ∈ Z; f (t, u) is π-periodic in t and
f (t, u) = graduF(t, u) satisfies the following assumption:

(A) F(t, x) is measurable in t for x ∈ RN and continuously differentiable in x for a.e. t ∈ [0, 2π ], and there exists a ∈

C(R+,R+), b ∈ L1(0, 2π; R+) such that
|F(t, x)| + |f (t, x)| ≤ a(|x|)b(t)

for all x ∈ RN and a.e. t ∈ [0, 2π ].
Recently, a wide variety of techniques, especially the variational methods, have been developed to study boundary value

problem of second order impulsive differential equations (see [1–5]). However, there are few results on the existence of
solutions for delay differential equations obtained directly by the variational methods (see [6,7]). Moreover, there are no
papers on the impulsive delay differential equations via variational methods.

In the present paper, themain purpose is to study the existence of periodic solutions for the system (1.1) via some recent
critical point theorems.
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2. Preliminaries

Let H1
= {u : R → RN

: u is absolutely continuous, u̇(t) ∈ L2((0, 2π),RN) and u(t) = u(t + 2π)}
with the inner product

⟨u, v⟩ =

 2π

0
u(t)v(t)dt +

 2π

0
u̇(t)v̇(t)dt, ∀ u, v ∈ H1.

The corresponding norm is defined by

∥u∥ =

 2π

0
|u(t)|2dt +

 2π

0
|u̇(t)|2dt

 1
2

, ∀ u ∈ H1.

It is well known that H1 is compactly embedded in C[0, 2π ]. There are constant c such that for all u ∈ H1,
∥u∥Lp ≤ c∥u∥.

Let Li (i = 0, 1) be the operator from H1 to H1 defined by the following form

(L0u)(v) =

 2π

0
u̇(t + π)v̇(t)dt, (2.1)

(L1u)(v) =

 2π

0
−λu(t)v(t)dt. (2.2)

It is easy to see that L0 and L1 are bounded linear operators on H1. Moreover, L := L0 + L1 is self-adjoint on H1. Similar
to [7], H1 has an orthogonal decomposition H1

= H+
⊕ H−

⊕ H0, where H0
= KerL is finitely dimensional, and H+, H− are

L-invariant subspaces such that for some σ > 0,
⟨Lu, u⟩ ≥ σ∥u∥2, ∀u ∈ H+,

and
⟨Lu, u⟩ ≤ −σ∥u∥2, ∀u ∈ H−.

Set K = {1, 2, . . . , 2m + 1}. We construct the functionals φ and ψ on H1 as follows,

φ(u) =
1
2

 2π

0
[u̇(t + π)u̇(t)− λu2(t)]dt −

 2π

0
F(t, u(t))dt +


k∈K

Gk(u(tk)),

ψ(u) = −

 2π

0
F(t, u(t))dt +


k∈K

Gk(u(tk)).

Clearly,

φ(u) =
1
2
⟨Lu, u⟩ + ψ(u). (2.3)

Since F satisfies the assumption (A) and gk are continuous, a standard argument show thatφ is continuously differentiable
and weakly lower semi-continuous on H1 and φ′(u) is defined by

φ′(u), v

=

 2π

0
[u̇(t + π)v̇(t)− λu(t)v(t)− f (t, u(t))v(t)]dt +


k∈K

gk(u(tk))v(tk)

for all u, v ∈ H1.
Moreover, there is a one-to-one correspondence between critical points of φ and the classical solutions of system (1.1).
Next, we give the main lemma used in this paper.

Lemma 2.1 ([8]). Let E be a real Banach space with E = V ⊕ X, where V is finite-dimensional. Suppose φ ∈ C1(E,R) satisfies
(PS) condition, and
(φ1) there are constants ρ, τ > 0 such that φ|∂Bρ∩X ≥ τ , and
(φ2) there is e ∈ ∂B1 ∩ X and R > ρ such that if

Q ≡ (B̄R ∩ V )⊕ {re|0 < r < R}, then φ|∂Q ≤ 0.

Then φ possesses a critical value c ≥ τ which can be characterized as

c = inf
h∈Γ

max
u∈Q

φ(h(u)),

where

Γ = {h ∈ C(Q̄ , E) : h = id on ∂Q }.
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