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a b s t r a c t

In this work we study the following implication problem for regular expressions: ‘‘Given
a set of regular expressions R and a regular expression S, is it true that every string which
matches the regular expressions in R also matches S?’’ The problem comes in two flavors:
‘‘non-disjoint’’ and ‘‘disjoint’’. We show that both of them are PSPACE-complete. While the
complexity for the first variant is not surprising – the problem is coNP-complete even for
very simple patterns (given by wildcards) – the complexity result for the second variant
represents a big jump since the problem is in PTIME for the case of patternswithwildcards.
Towards the goal of charting the boundary of tractability, we then present an analysis of
when the problem remains in PTIME.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Imagine a database of strings which are not (always) available or too expensive to be accessed and suppose that we have
incomplete information on these strings. The incomplete information on a string is represented by a set of patterns given by
regular expressions that the string matches. Our task here is to decide whether such a set of patterns implies the presence
of a new pattern. This is called ‘‘pattern implication’’ in strings.

The importance of this problem is also evident from a data versus expression complexity point of view (cf. [1,2]). If we
consider the string to be ‘‘data’’ and the patterns to be ‘‘query’’ (or ‘‘view’’) definitions, then determining that a pattern is ‘‘im-
plied’’ tells us with certainty that a query is satisfiable without accessing the data, i.e. without incurring ‘‘data-complexity’’.

There are two semantics with respect to this problem. In the first, the substrings matching the patterns can overlap. In
the second, they are disjoint. Therefore, we have two notions of pattern implication: ‘‘non-disjoint’’ and ‘‘disjoint.’’

Libkin and Sirangelo consider in [3] the implication of patterns with wildcards. They show that for this class of patterns,
the non-disjoint implication is coNP-complete, whereas the disjoint implication is in PTIME if the number of leading and
trailing wildcards is fixed.

Here we show that for patterns given by (full-fledged) regular expressions both implication problems become
PSPACE-complete. While the complexity of non-disjoint implication is not surprising, there is a big jump in the complexity
of disjoint implication. Therefore, it is interesting to know more about the boundary of tractability for this problem.

Towards this goal, we present a large class (C) of consequents (patterns that we want to imply) for which the problem
has only one source of complexity: the structure of the consequent itself. Specifically, if a pattern S that we want to imply
is such that a DFA for Σ∗SΣ∗ can be built in polynomial time, then the disjoint implication can be decided in polynomial
time as well, no matter how complex the antecedent regular expressions are.

The rest of thework is organized as follows. In Section 2we give definitions and characterizations. In Section 3we present
our complexity results for the general case. In Section 4 we characterize a special class of consequents. Finally, Section 5
concludes the work.

∗ Tel.: +1 250 472 5786; fax: +1 250 472-5708.
E-mail address: thomo@cs.uvic.ca.

0893-9659/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2011.12.009

http://dx.doi.org/10.1016/j.aml.2011.12.009
http://www.elsevier.com/locate/aml
http://www.elsevier.com/locate/aml
mailto:thomo@cs.uvic.ca
http://dx.doi.org/10.1016/j.aml.2011.12.009


A. Thomo / Applied Mathematics Letters 25 (2012) 1394–1398 1395

2. Definitions and characterizations

Let Σ be a fixed alphabet. A regular pattern (RP) is a regular expression over Σ . We will denote RPs by R, S, . . . . For ease
of notation we will blur the distinction between regular expressions and the regular languages that they define. Let s be a
string over Σ and R an RP. We say that:

Definition 1. s matches R, denoted by s |H R, if there exists a substring s′ of s such that s′ ∈ R.

Clearly,

Proposition 1. s |H R iff s ∈ Σ∗RΣ∗.

Let R = {R1, . . . , Rn} be a set of RPs. We consider two flavors of pattern matching.

Definition 2.

1. s matches R, denoted by s |H R, if smatches every pattern in R.
2. s disjointly matches R, denoted by s |Hd R, if there exist disjoint substrings s1, . . . , sn of s such that si ∈ Ri, for i ∈ [1, n].

Now, we consider the following pattern implication problems.

Definition 3.

1. We say that R implies an RP S, denoted by R ⊢ S, if s |H S whenever s |H R.
2. We say that R disjointly implies RP S, denoted by R⊢d S, if s |Hd S whenever s |Hd R.

It is easy to verify the following two propositions.

Proposition 2. s |H R iff s ∈ Σ∗R1Σ
∗
∩ · · · ∩Σ∗RnΣ

∗.

Proposition 3. s |Hd R iff s ∈ Σ∗Ri1Σ
∗
· · ·Σ∗RinΣ

∗ for some permutation i1, . . . , in of 1, . . . , n.

Based on Proposition 2, we have:

Proposition 4. R ⊢ S iff Σ∗R1Σ
∗
∩ · · · ∩Σ∗RnΣ

∗
⊆ Σ∗SΣ∗.

Likewise, based on Proposition 3, we have:

Proposition 5. R⊢d S iff Σ∗Ri1Σ
∗
· · ·Σ∗RinΣ

∗
⊆ Σ∗SΣ∗ for each permutation i1, . . . , in of 1, . . . , n.

Observe that if ϵ ∈ S, then S is always implied, regardless of R, or the type of implication. This is because in such a case
Σ∗SΣ∗ = Σ∗. Thus, in the rest of the work, we will assume that ϵ ∉ S.

Also, observe the if ϵ ∈ Ri for some i ∈ [1, n], then we can safely remove Ri from R without any effect, for any type of
matching or implication. This is because Σ∗RiΣ

∗
= Σ∗. Thus, in the rest of the work, we will also assume that ϵ ∉ Ri for

i ∈ [1, n].

3. The general case

Nowwe show the following theorems.We assume that the patterns inR and pattern S are all given by regular expressions
or non-deterministic finite automata (NFAs).

Theorem 1. The problem of checking, for an RP S and a set of RPs R, whether R ⊢ S is PSPACE-complete.

Proof. We show that the problem is in PSPACE. By Proposition 5, checking R ⊢ S amounts to checking that

Σ∗R1Σ
∗
∩ · · · ∩Σ∗RnΣ

∗
⊆ Σ∗SΣ∗

which is equivalent to checking the emptiness of

Σ∗R1Σ
∗
∩ · · · ∩Σ∗RnΣ

∗
∩ (Σ∗SΣ∗)c .

For this, we can construct an alternating finite-state automaton (AFA) A recognizing the above language. The size of A is
polynomial in the combined size of the Ri’s and S, as measured by the size of regular expressions or NFAs for them. Now, the
emptiness of AFAs is in PSPACE (cf. [4]), and thus, our problem is in PSPACE.

To show the PSPACE-hardness, consider the sets of RPs with only one RP in them, for example R = {R}. Then the decision
problem becomes

Σ∗RΣ∗ ⊆ Σ∗SΣ∗.



Download English Version:

https://daneshyari.com/en/article/1708671

Download Persian Version:

https://daneshyari.com/article/1708671

Daneshyari.com

https://daneshyari.com/en/article/1708671
https://daneshyari.com/article/1708671
https://daneshyari.com

