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Abstract: Multifrequency polarimetric SAR imagery provides a very convenient approach for signal processing

and acquisition of radar image. However, the amount of information is scattered in several images, and redundancies

exist between different bands and polarizations. Similar to signal-polarimetric SAR image, multifrequency polari-

metric SAR image is corrupted with speckle noise at the same time. A method of information compression and

speckle reduction for multifrequency polarimetric SAR imagery is presented based on kernel principal component

analysis (KPCA). KPCA is a nonlinear generalization of the linear principal component analysis using the kernel

trick. The NASA/JPL polarimetric SAR imagery of P, L, and C bands quadpolarizations is used for illustration.

The experimental results show that KPCA has better capability in information compression and speckle reduction

as compared with linear PCA.
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1. Introduction

The principle components analysis (PCA) has been
a standard tool for image information compres-
sion and enhancement of multispectral data, such
as LANDSAT, SPOT, and aircraft multispectral
scanners[1−3]. The existence of corrections between
spectral bands permits the PCA to condense the
image information from a large number of bands into
a small number of components with the additional
advantages of noise reduction. Recent advances in the
polarimetric synthetic aperture radar (polarimetric
SAR) technology with multiple frequencies provide
a rich set of multifrequency and multipolarization
data for a single scene. For example, the NASA/JPL
Polarimetric SAR has (P, L, C) bands, and each band
has (HH, HV, VV) polarization (VH=HV, under the
assumption of reciprocity), for a total of nine intensity
images plus six phase difference images. The amount
of information is scattered in several images, and
redundancies exist between the images as indicated by
the high correlations between the different bands and
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the polarization. The ability of the PCA to pack
information and to reduce noise enables efficient
automated image segmentation and /or better human
interpretation.

The commonly used method for the principle
components transformation of multispectral imagery
proposed by Ready and Wintz [1] utilizes the covari-
ance matrix of the spectral bands to compute the
eigenvalues and eigenvectors. The first component
image, which contains the maximum information is
computed by the inner product between the spectral
bands and the eigenvector, which is associated with
the largest eigenvalue. Lee, et al.[4] proposed a speckle
adjusted PCA for multifrequency polarimetric SAR,
which maximizes the signal-to-speckle-noise ratio.
However, the above methods are all based on the
linear PCA methods. Clearly, linear PCA will not
always detect all structures in a given data set. By
the use of suitable nonlinear features, one can extract
more information. Kernel principle component analy-
sis (KPCA)[5−6] is very suitable to extract interesting
nonlinear structures in the data. In contrast to PCA,
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KPCA is capable of capturing part of the higher-order
statistics, which are particularly important for encod-
ing the image structure [7]. This article presents a
method of information compression and speckle re-
duction for multifrequency polarimetric SAR imagery
based on KPCA, the experimental results of which are
compared with that of linear PCA.

2. Kernel PCA

The KPCA algorithm first maps the data set
x1, . . . , xn ∈ RN into a high dimensional feature
spaceFvia a function Φ(x) and computes the covari-
ance matrix

C =
1
n

n∑
j=1

Φ (xj)Φ (xj)
T (1)

The principal components are then computed by solv-
ing the Eigenvalue problem: find λ > 0, V �= 0 with

λV = CV =
1
n

n∑
j=1

(Φ (xj) · V )Φ (xj) (2)

Furthermore, as seen from Eq. (2), all eigenvectors
with nonzero eigenvalue must be in the span of the
mapped data, i.e., V ∈ span {Φ (x1) , . . . ,Φ (xn)}.
This can be written as

V =
n∑

i=1

αiΦ (xi) (3)

by multiplying with Φ (xk) from the left, Eq. (2) reads

λ (Φ (xk) · V ) = (Φ (xk) · CV ) , for all k = 1, . . . , n

(4)
As the feature space F may be very high dimen-

sional (e.g. when mapping into the space of all pos-
sible d-th order monomials of input space), KPCA
employs Mercer kernels instead of carrying out the
mapping Φ explicitly. A Mercer kernel is a function
k(x, y), which for all data sets {xi} gives rise to a pos-
itive matrix Kij = k(xi, xj). One can see that using
kinstead of a dot product in input space corresponds
to mapping the data with some Φ to a feature spaceF ,
i.e., k (x, y) = (Φ (x) · Φ (y)). Therefore, defining an
n × n-matrix

Kij := (Φ (xi) · Φ (xj)) = k (xi, xj) (5)

one can compute an eigenvalue problem for the expan-
sion coefficients αi, which is now solely dependent on
the kernel function

nλα = Kα
(
α = (α1, . . . , αn)T

)
(6)

The solutions
(
λk, αk

)
must be further normalized by

imposing λk

(
αk · αk

)
= 1 in F . Also, as in every PCA

algorithm, the data must be centered in F . This can
be done by simply substituting the kernel-matrix K

with
K̂ = K − 1nK − K1n + 1nK1n (7)

where (1n)ij = 1/n.
For extracting the features of a new pattern x with

KPCA, one can simply project the mapped pattern
Φ (x) onto V k

(
V k · Φ (x)

)
=

n∑
i=1

αk
i (Φ (xi) · Φ (x)) =

n∑
i=1

αk
i k (xi, x) (8)

KPCA has the same mathematic and statistic fea-
tures as linear PCA in the F space, such as, the prin-
cipal components are not correlative and they can de-
note the maximum deviation of the sample data. Us-
ing the principal components to reconstruct the sam-
ple data, we can obtain the minimum square error,
the reduction of the samples’ denotation entropy, and
so on. Besides, KPCA can extract more information
of the data than linear PCA, and it need not face the
nonlinear optimizing problem, which the other nonlin-
ear PCA methods have to solve; KPCA only needs to
cope with the calculation of the matrix’s eigenvalues.

3. Information compression and speckle
reduction based on KPCA

In each band, the multifrequency polarimetric SAR
data can be denoted as a complex scattering matrix S

S =

⎡
⎣ SHH, SHV

SVH, SVV

⎤
⎦ (9)

For a reciprocal and calibrated polarimetric radar,
the relation SHV = SVH is satisfied, and therefore, a
complex vector U can also denote the multifrequency
polarimetric SAR data
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