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Abstract: Support vector machines (SVMs) are initially designed for binary classification. How to effectively extend them for 
multiclass classification is still an ongoing research topic. A multiclass classifier is constructed by combining SVM'jgh' 
algorithm with directed acyclic graph SVM (DAGSVM) method, named DAGSVM/jgh'. A new method is proposed to select 
the working set which is identical to the working set selected by SWdigh'approach. Experimental results indicate DAGSVM'Igh' 
is competitive with DAGSMO. It is more suitable for practice use. It may be an especially usehl tool'for large-scale multiclass 
classification problems and lead to more widespread use of SVMs in the engineering community due to its good performance. 
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1. INTRODUCTION 

In recent years, a new type of classifier, support vector 
machines['-21, is receiving adoption increasingly as a 
state-of-the-art tool to solve knowledge discovery pro- 
blems. SVMs are based on the statistical learning the- 
ory of Vapnik"] and quadratic programming optimiz- 
ation. 

Support vector machines (SVMs) are initially 
designed for binary classification problem. How to 
effectively extend them for multiclass classification is 
still an ongoing research topic. Currently there are two 
types of approaches for multiclass SVMs classification. 
One type is by directly considering all data in one 
optimization formulation while another is by constr- 
ucting and combining several binary classifiers. There 
are three methods applied for SVMs multiclass classi- 
fication problem: one-against-all, one-againstone-one 
and DAGSVM. DAG method is more suitable for 
practical use than the other  method^[^"^]. 

Joachims ' algorithm SVMIigh' (version 5 .0)[6-71 
is an efficient and effective decomposition method for 
large-scale SVMs learning tasks. But SVMligh' is 
specially designed for binary classification. This work 
effectively extended SVMIigh' to multiclass classificat- 
ion with DAGSVML4] method. The multiclass SVMIigh' 
package is named DAGSVM"gh'. Selection of the 
working set is the most crucial issue in decomposition 
algorithms. This paper proposes a new method to 
select the working set which is identical to the 
working set selected by SVMIigh' approach. In machine 
learning community, the problem of handwritten digit 
recognition is a good example to test the multiclass 

classification performance. Experimental results on a 
typical large-scale multiclass benchmark set of handw- 
ritten digit and Protein data set are discussed to 
evaluate the DAGSVM/jgh'. 

2. FORMULATION OF DAGSVM"~~' 
ALGORITHM 

A multiclass classifier, named DAGSVMligh', is 
constructed by combining SVMligh' algorithm with 
DAGSVM method. 

2.1 SVMiigh' Approach 

Decomposition method is the first practical method 
for solving large-scale SVMs training problem. It was 
initially proposed in Ref.[ll]. The key idea of 
decomposition is to fix all but a small number of free 
optimization variables, and to solve a sequence of 
constant size problem. The set of variables optimized 
at a current iteration is denoted as the working set. 
Because the working set is re-optimized, the value of 
the objective h c t i o n  is improved at each iteration, 
provided that the working set is not optimal before 
re-optimization. Iteration is stopped when termination 
criteria, derived from Karush-Kuhn-Tucker (KKT) 
conditions, are satisfied to a required precision. 

The QP problem in order to train SVMs is shown 
below 

1 m h  W ( a )  = -aT@ - aT I 
2 

s. t. u T y  = 0 
O<a<CI  

where (1),=1, (Q)o=yiyiKxi, xj). 
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At each step index set is partitioned in two sets B 
of free variables and N of fixed variables. The set B is 
referred to as the working set. Suppose that a, y ,  and Q 
are decomposed with respect to B and N 

Optimization of the working set is also a quadratic 
program. Rearrange the terms of the objective function, 
the equality constraint and the box constraint in E,. (l), 
and omit the constant terms independent of aB from 
the objective. The resulting quadratic program beco- 
mes the following QP subproblem 

1 
2 

min W(a,)  =-are  a +a:(QBNaN -1) 

s. t. a ,  y ,  = -aNyN 
a , - C I S 0  

a, 2 0  

Subproblem (2) is a positive semidefinite quadratic 
program problem which is small enough to be solved 
efficiently by off-the-shelf QP packages, such as 
MINOS and LOQO. 

In order to achieve a rapid decrease in the 
objective function, it is required a good working set 
such that the current iteration will make much prog- 
ress towards the target function. The strategy based on 
Zoutendijk's method is to find a steepest feasible 
direction d of decent which has only q non-zero 
elements. The following optimization problem 

min g(a)'d 

S. t. yTd = 0 
dl 2 0 for i such that a, = 0 
d, 5 0 for i such that al = C 

(2) 
T T 

(3) 

- lSd l  I 1  

#{dl I dl f 01 = 4 
where g(a) is the vector of partial derivatives at a. 

For QP (1): 
g(a) = Qa -1 (4) 

The working set composition can be stated as follows: 
Sort data elements by gg, in decreasing order and pick 
the q/2 elements fiom the top of the list such that O< 
a I<C, or d,=-y, satisfies (3). Select q/2 elements 

from the bottom of the list such that 0 ,< Q <C, or 
dl=y, satisfies (3). 

Many efficient tricks and strategies are utilized in 
the algorithm of Joachims' SVM"gh' to speed up train- 

ing and make the computational cost inexpensive. 
Specially, a shrinking strategy to reduce the size of the 
problem and a caching strategy to allow a trade-off 
between memory consumption and training time are 
implemented. If q is less than the size of working size, 
this prevents zig-zagging. 

2.2 Multiclass Classification Methods 

The earliest implementation for SVMs multiclass 
classification is the one-against-all method"*]. This 
method constructs N SVMs models where N is the 
number of classes. The ith SVMs are trained with all 
of the examples in the ith class with positive labels, 
and all other examples with negative labels. Thus 
there are N decision functions. The test example is in 
the class which has the biggest value of the decision 
function. 

Another major method is called the one-against- 
one method[13]. This method constructs N*(N-1)/2 
classifiers where each one is trained on data fiom two 
classes. The test example is in the class with the 
largest vote. The voting method is also called the 

The third algorithm, DAGSVM, is an effective 
method to solve multiclass problem. For N class 
problem, its training phase is the same as one-against- 
one method by solving N*(N-1)/2 binary SVMs. 
However, during the testing phase, it exploits a rooted 
binary directed acyclic graph which has N*(N- 1)/2 
internal nodes and N terminal nodes (leaves). Each 
internal node is a binary SVMs of ith andjth classes. 
Before reaching a leaf node a path indicates the 
predicted class. Its generalization error depends on the 
number N of class and class margin in the internal 
nodes. In addition, its test time is less than the one- 
against-one method. DAGSVM classification schem- 
atic graph of four classes is demonstrated in Fig. 1. 

"Max Wins" strategy. 
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Fig.1 DAGSVM of four classes 
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