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a  b  s  t  r  a  c  t

In  this  paper,  we propose  a novel  framework  for integrating  scheduling  and nonlinear  control  of  continu-
ous  processes.  We  introduce  the time  scale-bridging  model  (SBM)  as  an  explicit,  low-order  representation
of  the  closed-loop  input–output  dynamics  of  the process.  The  SBM  then  represents  the  process  dynamics
in  a  scheduling  framework  geared  towards  calculating  the  optimal  time-varying  setpoint  vector  for  the
process  control  system.  The  proposed  framework  accounts  for process  dynamics  at  the  scheduling  stage,
while  maintaining  closed-loop  stability  and  disturbance  rejection  properties  via  feedback  control  during
the production  cycle.  Using  two case  studies,  a CSTR  and  a  polymerization  reactor,  we  show  that  SBM-
based  scheduling  has  significant  computational  advantages  compared  to existing  integrated  scheduling
and  control  formulations.  Moreover,  we  show  that  the  economic  performance  of  our framework  is  com-
parable to  that  of existing  approaches  when  a perfect  process  model  is  available,  with  the  added  benefit
of  superior  robustness  to  plant-model  mismatch.

© 2015  Elsevier  Ltd. All  rights  reserved.

1. Introduction

Competitive pressure from increasingly global market forces
has heightened emphasis on improving the integration and coor-
dination of decision-making across all the layers of the chemical
supply chain. Advances in numerical optimization algorithms and
the accessibility of computing power have led to significant devel-
opments in enterprise-wide decision making, already leading to
substantial economic benefits for chemical process operations
(Grossmann, 2005).

Scheduling and control are two essential functions in the
decision-making hierarchy of the chemical supply chain (Fig. 1),
dealing with the common goal of maximizing profit from oper-
ations by setting production targets based on demand and,
respectively, ensuring that the targets are met  in the presence
of process disturbances and operational uncertainty. It is thus
anticipated that integrating scheduling and control can result in
improved process economics, particularly in industries such as
polymer and metal production, wastewater treatment and power
generation (Engell and Harjunkoski, 2012), as well as in managing
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energy storage systems (Touretzky and Baldea, 2014). Integrating
scheduling and control should also be facilitated by their common
mathematical basis: they both rely on mathematical models to
forecast process performance, and make use of optimization cal-
culations to determine the process settings and inputs that provide
the best (economic) outcome.

Yet, in spite of these encouraging facts, the development of a
robust and computationally tractable integrated scheduling and
control framework remains an open problem. Early publications
(Shobrys and White, 2002) have identified, amongst others, the
“organizational silos” that result from the fact that scheduling and
control are carried out by different divisions of a company, with
seemingly different goals and performance metrics, as one of the
causes for the failure of integrating scheduling and control in indus-
try. This remained the case a decade later, as confirmed by Engell
and Harjunkoski (2012), who have also emphasized the need to
strengthen collaboration between academic researchers working
independently in the two areas.

The other cause is, however, technical, and is related to the vastly
different time horizons that scheduling and control must account
for: these range from hours to days for scheduling, and minutes to
hours for control (Fig. 1). A solution integrating the two functions
must therefore combine the long time horizon of the scheduling
formulation as well as the frequent (closed-loop) execution of the
control system. Furthermore, the integrated solution must be capa-
ble of coping with the discrete decisions that are inherently part of
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Nomenclature

Sets
i i = 1, . . . , Np products
s  s = 1, . . . , Ns slots
f f = 1, . . . , Nfe finite elements
c  c = 1, . . . , Ncp collocation points

Parameters
Np number of products
Ns number of slots
Nfe number of finite elements
Ncp number of collocation points
f number of finite elements for convergence tolerance
ıi demand of product i
�i price of product i
cstorage,i inventory cost of product i
qi production rate for product i
tpmax

upper bound for processing time for product
ωmax upper bound for the total quantity of product
yj

i
desired steady state value of process output j for
product i

xj
i

desired value of process state j for product i
�j,k time constants for closed-loop response of process

output j
W matrix of Radau quadrature weights
εj tolerance for discrepancy between state xj and its

desired steady-state value

Binary variable
zi,s product i is manufactured in slot s

Continuous variables
Tc cycle time
tp
i,s

processing time for product i in slot s
ts
s start time in slot s

te
s end time in slot s

x process states
y process outputs
u process inputs
�s transition time in slot s
ωi amount of product i produced
ωi,s amount of product i produced in slot s

xj
f,c,s

discretized process state j in finite element f at col-
location point c in slot s

tf,c,s discretized time in finite element f and collocation
point c in slot s

production scheduling. The ensemble of these requirements results
in a large scale, stiff optimization problem that poses significant
challenges, especially when it must be solved in closed-loop and in
real time.

The available literature studies dealing with the “tyranny
of scales” (Fish, 2009) that emerges from integrating sched-
uling and control fall, broadly speaking, into two  categories:
those that incorporate control considerations into an essentially
scheduling-oriented framework, and, conversely, those that extend
the formulation of the supervisory control problem to account
for scheduling objectives, decisions and constraints (Baldea and
Harjunkoski, 2014):

– From the perspective of the hierarchy presented in Fig. 1, the
former can be regarded as “top-down” approaches. Several such

Fig. 1. Hierarchy of decision making in the chemical supply chain (Seborg et al.,
2010).

studies have focused on improving the link between control
and scheduling by relating the transition times used in (oth-
erwise static) scheduling calculations to control performance
Mahadevan et al. (2002) and to the definition and selection of
controller tuning parameters (Chu and You, 2012). Formulat-
ing the integrated scheduling and control problem as a large
mixed-integer dynamic optimization (MIDO) over the entire pro-
duction cycle has also been explored. Both sequential (Allgor
and Barton, 1999; Chatzidoukas et al., 2003; Nyström et al.,
2005; Prata et al., 2008) and simultaneous (Flores-Tlacuahuac
and Grossmann, 2006; Mitra et al., 2009; Zhuge and Ierapetritou,
2012) solution approaches have been proposed. The work of
Flores-Tlacuahuac and Grossmann (2006) was  extended by
Zhuge and Ierapetritou (2012) to a closed-loop implementation
that provides a rescheduling mechanism.

– “Bottom-up” approaches have focused on including economic
and scheduling considerations in the formulation of the supervi-
sory control problem (Kadam and Marquardt, 2007; Engell, 2007,
2009), leading to the emergence of the economic model predic-
tive control (EMPC) paradigm (Engell, 2009; Amrit et al., 2011;
Heidarinejad et al., 2012).

In a different vein, we  note the use of MPC-type algorithms
for solving scheduling problems (see, e.g., Gallestey et al. (2003),
Mestan et al. (2006)). A state-space approach which affords the
reformulation of the scheduling problem as a control problem
that is amenable to a solution based on model predictive control
has been proposed by Subramanian et al. (2012). A multiparame-
tric solution to the state-space scheduling problem has also been
investigated by several authors (e.g., Poncet and Stothert (2006),
Kopanos and Pistikopoulos (2014)).

For a comprehensive overview of literature studies concerning
the integration of production scheduling and process control, we
point the reader to the recent study by Baldea and Harjunkoski
(2014).

In this paper, we  propose a novel approach to integrating
scheduling and process control. Our methodology originates in
the scale-bridging techniques used in multi-scale modeling and
simulation, whereby a low-order representation of the system
properties on a faster time horizon and/or more detailed space scale
is obtained and embedded in the model at the next higher scale to
improve its accuracy and/or predictive abilities while lowering its
computational demands. Similarly, we  introduce the scale-bridging
model (SBM) as an explicit, low-order representation of the closed-
loop input-output dynamics of the process, which can be used
in scheduling calculations. The paper is organized as follows: the
mathematical formulations of the scheduling and control prob-
lems are presented in the next section, and existing approaches for
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