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a  b  s  t  r  a  c  t

Investigating  the root  causes  of  abnormal  events  is  a crucial  task  for an  industrial  process.  When  pro-
cess faults  are  detected,  isolating  the  faulty variables  provides  additional  information  for  investigating
the  root  causes  of the  faults.  Numerous  data-driven  approaches  require  the  datasets  of  known  faults,
which  may  not  exist for some  industrial  processes,  to isolate  the  faulty  variables.  The  contribution  plot
is  a popular  tool  to isolate  faulty  variables  without  a priori  knowledge.  However,  it  is well  known  that
this  approach  suffers  from  the smearing  effect,  which  may  mislead  the  faulty  variables  of  the  detected
faults.  In the  presented  work, a contribution  plot  without  the  smearing  effect  to  non-faulty  variables  was
derived. A  continuous  stirred  tank  reactor  (CSTR)  example  and  the  industrial  application  were  provided
to demonstrate  that the proposed  approach  is  not  only  capable  of locating  different  faulty  variables  when
the  fault  was  propagated  by  the  controllers,  but  also capable  of  identifying  the  variables  responsible  for
the  multiple  sensor  faults.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Investigating the root causes of abnormal events is a crucial task
for an industrial process. In modern chemical processes, distributed
control systems are equipped for regulating the processes, and the
operating data are collected and stored in a historical database.
However, information about process operations is hidden under
the historical data. Therefore, it is more practical to develop meth-
ods that detect and investigate the root causes of process faults
based on data-driven approaches, rather than to use other methods
based on rigorous process models or knowledge-based approaches.
Since the measured variables are correlated for a chemical process,
principal component analysis (PCA) is a popular tool to extract
the features of the process data that are applied to monitor the
process variations. After a fault is detected, the faulty variables
need to be isolated in order to diagnose the root causes of the
fault. Contribution plots are the most popular tool for identifying
which variables are pushing the statistics out of their control lim-
its. Kourti and MacGregor (1996) applied the contribution plots of
quality variables and process variables to find faulty variables of
a high-pressure low-density polyethylene reactor. They remarked
that the contribution plots may  not reveal the assignable causes
of abnormal events; however, the group of variables contributed
to the detected events will be unveiled for further investigation.
Westerhuis, Gurden, and Smilde (2000) introduced the confidence
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limits of the contribution plots to enhance the capability of identi-
fying the behaviors of faulty variables departing from the normal
operating condition (NOC). They reported that there must be a
careful interpretation of the contribution plots, since the residu-
als of the PCA are smeared out over the other variables. Yoon and
MacGregor (2000) comprehensively compared model-based and
data-driven approaches for fault detection and isolation, and sum-
marized that the contribution plots provide for the easy isolation of
simple faults, but that additional information about operating the
process is needed to isolate complex faults.Dunia and Qin (1998)
developed the reconstruction-based approach to isolate faulty vari-
ables from the subspaces of faults. Their method has been applied to
reconstruct the predictor data of faulty variables before performing
a prediction for a soft sensor model (Qin, Yue, & Dunia, 1997). Yue
and Qin (2001) combined the statistics Q and T2 to develop an index
that is minimized when isolating the faulty variables; therefore,
a more feasible solution could be found than that from the origi-
nal approach (Dunia and Qin, 1998). They also proposed to extract
fault directions from faulty data until all reconstructed combined
indices under the confidence limit. The fault subspace, formed by
the fault directions, induced that all faulty data must share the same
faulty variables. The limitation of the fault subspace approach can
be observed when a process fault propagates to other variables by
the process controllers. Recently, Zhao, Sun, and Gao (2012) used
multiple PCA models to extract fault directions from faulty datasets
in order to address the issue of fault propagation. It can be expected
that numerous fault PCA models are created for a process with time-
varying characteristics. This type of approach, extracting the fault
subspace from faulty data, is not practical for an industrial process,
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Nomenclature

C a matrix converting the measured data into Q statis-
tic

cQ
i

the contribution of the ith variable to the Q statistic
cT

i
the contribution of the ith variable to the T2 statistic

cRCI
i

the contribution of the ith variable to the reduction
of the combined index

D a matrix converting the measured data into T2 statis-
tic

DF a diagonal matrix contains the singular values of XF

F fault event
I identity matrix
K number of principal components expand the PC sub-

space
M number of observations in the training dataset
N number of variables
nf the number of faulty variables
P loading matrix of the PC subspace
P̃ loading matrix of the residual subspace
Q statistic Q of PCA
Q˛ the (1 − �) confidence limits of the statistic Q
Q ∗

k
the reconstructed Q along the kth variable direction

RBCQ
i

the reconstructed-based contribution of the ith vari-
able to the Q statistic

RBCT
i

the reconstructed-based contribution of the ith vari-
able to the T2 statistic

RBCϕ
i

the reconstructed-based contribution of the ith vari-
able to the combined index

S covariance matrix of the training data
T2 statistic T2 of PCA
T2

˛ the (1 − �) confidence limits of the statistic
t PC scores of the test data
UF the left-singular matrix for XF

VF the right-singular matrix for XF

X normalized training data
XF faulty data under fault F
x normalized test data
x systemic parts of the test data
xnf the collection of the faulty variables
x∗

nf
the reconstructed faulty variables

Greek letters
˛  significance level for statistic testing
� a matrix converting the measured data into the

combined index
� a diagonal matrix, the elements are one for the faulty

variables and zero for the non-faulty ones.
� diagonal matrix of the significant eigenvalues
�̃ diagonal matrix of the residual eigenvalues
�k sensor validity index for the kth variable
� the combined index
ϕ∗

k
the reconstructed combined index along the kth
variable direction

ϕ∗
nf

the reconstructed combined index along nf faulty
variables

�F the fault subspace for fault F
�i a column vector in which the ith element is one and

the others are zero

since the known event lists might not exist for some industrial pro-
cesses. In addition, an incorrect fault isolation result will be induced
when encountering a new fault.

The reconstruction-based contribution (RBC; Alcala and Qin,
2009) approach has been derived based on missing variable
approach, and it was reported that RBC still suffers the smearing
effect, as the contribution plots of the PCA are enduring. There-
fore, the magnitude of RBCs was used to isolate the faulty variable
for a single sensor fault. More recently, Kariwala, Odiowei, Cao,
and Chen (2010) integrated the branch and bound (BAB) method
with the missing variable approach of probabilistic PCA (PPCA) to
locate faulty variables. The concept of the approach is similar to
the reconstruction-based method (Dunia and Qin, 1998; Yue and
Qin, 2001), but the known event datasets are not needed. Since
the BAB method searches for faulty variables by minimizing the
monitoring statistic of PPCA, it can be expected that the solutions
of the faulty variables will be inconsistent when the fault is prop-
agating or when the controllers try to bring the process back to
NOC. In the presented work, a contribution plot without smearing
effect to non-faulty variables were derived. In this approach, it is
not necessary to prepare the known event datasets, which might
not exist for some industrial processes, and the time-consuming
task of continuously optimizing the mixed-integer programming
problem for every sampling data until reaching a stable solution is
also not required.

The remainder of this paper is organized as follows. Section
2 gives an overview of PCA, the contribution plots of statistics,
and the fault isolation methods based on missing data approach.
The contribution plots without smearing effect to non-faulty vari-
ables are detailed in Section 3. In Section 4, the continuous stirred
tank reactor (CSTR) with feedback controllers and the industrial
application are utilized to demonstrate the effectiveness of the
proposed approach and the comparisons with the alternatives of
missing data approaches, RBC and fault subspace extraction, are
also provided. The first example illustrates that a fault subspace,
which extracted the fault directions from faulty data, misidentified
faulty variables for a process with the feedback controllers. In addi-
tion, the faulty variables of the simple and the complex faults from
the work of Yoon and MacGregor (2001) are identified using the
proposed approach. In the industrial application, the contribution
plots normalized with the corresponding control limits suffering
the smearing effect are demonstrated and the fault subspace misled
by the faulty dataset, which contained multiple abnormal events,
is detailed. Finally, conclusions are given.

2. Basic theory

2.1. Principal component analysis

Consider the data matrix X ∈ RN×M with N rows of variables and
M columns of observations. Each row is normalized to zero mean
and unit variance. The covariance of the reference data can be esti-
mated as:

S ≈ 1
M − 1

XXT = P�PT + P̃�̃P̃
T

(1)

where � is a diagonal matrix with the first K terms of the significant
eigenvalues and P contains the respective eigenvectors. The �̃ and
P are the residual eigenvalues and eigenvectors respectively. The
statistic Q is defined as a measure of the variations of the residual
parts of data:

Q = (x − x̂)T(x − x̂)T=xTCx (2)

where C ≡ ∼P̃P̃
T
. In addition, another measure for the variations of

systematic parts of the PC subspace is the statistic T2:

T2 = tT�−1t = xTDx (3)

where D ≡ ∼ P�−1PT and t are the first K term scores. The confi-
dence limits of Q and T2 can be found in Jackson (1991).
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