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a b s t r a c t

This work makes a critical evaluation of the deficiencies concerning human factors and evaluates the
potential of quantitative techniques that have been proposed in the last decades, like THERP (Technique
for Human Error Rate Prediction), CREAM (Cognitive Reliability and Error Analysis Method), and
ATHEANA (A Technique for Human Event Analysis), to model organizational factors, including cognitive
processes in humans and interactions among humans and groups. Two important models are discussed
in this context: STAMP (Systems-Theoretic Accident Model and Process), based on system theory and
FRAM (Functional Resonance Analysis Method), which aims at modeling the nonlinearities of socio-
technical systems. These models, however, are not yet being used in risk analysis similarly to Probabi-
listic Safety Analyses for safety assessment of nuclear reactors. However, STAMP has been successfully
used for retrospective analysis of events, which would allow an extension of these studies to prospective
safety analysis.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Organizational factors are addressed in first generation models
of human reliability analysis by means of performance shaping
factors such as training, experience, procedures, management,
communication and culture. Several individual psychological and
physiological stressors for humans are also treated by such factors.
Organizations aremade up of humans and thesemodels suffer from
a chronic deficiency in terms of modeling the cognitive processes in
humans. Human error is treated similarly to a physical component
error. These models lack a cognitive architecture of human infor-
mation processing, with cognitive error mechanisms, Swain (1990),
Kantowitz and Fujita (1990), Cacciabue (1992), Fujita (1992),
Hollnagel (1998).

Second generation HRA methods have some kind of cognitive
architecture or cognitive error mechanisms. Organizational factors
are taken into account by performance shaping factors. The evo-
lution here was to establish a mapping between these factors and
the error mechanisms being influenced or triggered in a given
operational context, since not all performance shaping factors

influence a specific error mechanism. Thus, one can generate tables
of influences between performance shaping factors and error
mechanisms and between these and specific types of human errors
associated to a given operational context for each stage of infor-
mation processing (detection, diagnosis, decision making and ac-
tion). In fact, ATHEANA contains comprehensive tables with such
interrelationships, NRC (2000). CREAM (Hollnagel, 1998) proceeds
similarly.

Although the abovemethods have evolved inmatters relating to
human cognition, organizational factors do not have a proper
model that can highlight social, political and economic processes
that influence such factors in a similar way as error mechanisms in
human cognition. Such processes involve complexity that models
of first or second generation cannot handle properly, Qureshi
(2008).

Digital technology systems require an analysis that takes into
account complexity not found in analog technology. Digital systems
may be at intermediate fault modes before reaching a final failure
state that will be revealed to human operators in the humane
machine interface. These intermediate states are mostly invisible to
operators and can move the system to often catastrophic condi-
tions, where human beings do not have consciousness or infor-
mation on what the system is doing, NRC (2008).

In addition to digital systems, complex systems deal with social,
political and economic levels of individual, group and organization
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relationships (Leveson, 2004a; Qureshi, 2008). Traditional models
are based on a successive chain of events each relating to a previous
event causation. This is a strictly linear view of causeeeffect rela-
tionship. In contrast to sequential models, epidemiological models
evolved later, which distinguish latent failures (design, mainte-
nance, management) that can converge to a catastrophic event
when using a “trigger”, i.e., by combining operational failures
(unsafe acts, active failures) and typical system conditions (oper-
ating environment, context), Leveson (2004a), Qureshi (2008), NRC
(2008), Dekker et al. (2011).

These two classical approaches work well when applied to
components of conventional (non-digital) systems that have well-
defined failure modes and exhibit linear relationships between
these failure modes and their causes, even when not expected in
the design since these failure modes are quite “visible”. Nonlinear
interactions, on the other hand, are unplanned, unfamiliar unex-
pected sequences of failures and, in addition, invisible and
incomprehensible, Leveson (2004a), Qureshi (2008), Dekker et al.
(2011).

In complex nonlinear interactions, failures do not arise from the
relationship (which may not be exhaustive) of components failure
modes and their causes, but “emerge” from the relationships be-
tween these components during operational situations. To study

these interrelationships, it is necessary to identify the laws that rule
them. The only model that can do that is a model based on systems
theory, which aims to study the laws that govern any system, be it
physical, biological or social Leveson (2004a), Qureshi (2008),
Dekker et al. (2011).

Human factors should be evaluated in three hierarchical levels.
The first level should concern the cognitive behavior of human
beings during the control of processes that occur through the man-
system interface. Here, one evaluates human errors through human
reliability techniques of first and second generation, like THERP
(Swain and Guttman, 1983), ASEP (Swain, 1987), and HCR
(Hannaman et al., 1984) (first generation) and ATHEANA (NRC,
2007) and CREAM (Hollnagel, 1998) (second generation). In the
second level, the focus is on the cognitive behavior of human beings
when they work in groups, as in nuclear power plants. The focus
here is on the anthropological aspects that rule the interaction
among human beings. In the third level, one is interested in the
influence of organizational culture on human beings as well as on
the tasks being performed. Here, one adds to the factors of the
second level the economical and political aspects that shape the
company organizational culture. Nowadays, Human Reliability
Analysis (HRA) techniques incorporate organizational factors and
organization levels through performance shaping factors.
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