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a b s t r a c t

The current methods to determine the primary energy of ultra-high energy cosmic rays (UHECRs) are dif-
ferent when dealing with hadron or photon primaries. The current experiments combine two different
techniques, an array of surface detectors and fluorescence telescopes. The latter allow an almost
calorimetric measurement of the primary energy. Thus, hadron-initiated showers detected by both type
of detectors are used to calibrate the energy estimator from the surface array (usually the interpolated
signal at a certain distance from the shower core Sðr0ÞÞ with the primary energy. On the other hand, this
calibration is not feasible when searching for photon primaries since no high energy photon has been
unambiguously detected so far. Therefore, pure Monte Carlo parametrizations are used instead.

In this work, we present a new method to determine the primary energy of hadron-induced showers in
a hybrid experiment based on a technique previously developed for photon primaries. It consists on a set
of calibration curves that relate the surface energy estimator, Sðr0Þ, and the depth of maximum
development of the shower, Xmax, obtained from the fluorescence telescopes. Then, the primary energy
can be determined from pure surface information since Sðr0Þ and the zenith angle of the incoming shower
are only needed. Considering a mixed sample of ultra-high energy proton and iron primaries and taking
into account the reconstruction uncertainties and shower to shower fluctuations, we demonstrate that
the primary energy may be determined with a systematic uncertainty below 1% and resolution around
16% in the energy range from 1018.5 to 1019.6 eV. Several array geometries, the shape of the energy error
distributions and the uncertainties due to the unknown composition of the primary flux have been
analyzed as well.

� 2015 Elsevier B.V. All rights reserved.

1. Introduction

The energy spectrum of cosmic rays extends by more than 10
orders of magnitude from below 1 GeV to more than 1020 eV. The
energy spectrum follows a power law as E�c, where c is around
3.0 in the whole energy range. It is so steep that direct measure-
ments are not feasible above 100 TeV. At higher energies, the prop-
erties of the primary cosmic ray are determined indirectly from the
measurement of the extensive air shower (EAS) it produces after
colliding with molecules of the atmosphere.

The highest energy EASs have been traditionally studied using
two different techniques. The first one is based on telescopes that

collect the fluorescence light emitted by atmospheric Nitrogen
molecules excited by secondary particles of the EAS (e.g., Fly’s
Eye, HiRes). This allows to determine the longitudinal profile of
the shower and it is considered to be close to a calorimetric mea-
surement of the UHECR primary energy. However, fluorescence
light can only be observed during moonless nights and, conse-
quently, this technique can only be applied to � 13% of the incom-
ing events [1]. The second technique involves an array of detectors
located at ground level, mainly scintillators (e.g., Volcano Ranch,
AGASA, KASCADE) or water Cherenkov tanks (e.g., Haverah Park),
whose duty cycle is close to 100%. Thus, the lateral distribution
of secondary particles at ground level can be inferred from the dis-
crete sampling of the shower front. The lateral distribution is fitted
assuming an appropriate parametrization (called the lateral dis-
tribution function, LDF). The interpolated signal at a certain opti-
mum distance, Sðr0Þ, is used as the energy estimator, which can
be related to the primary energy thorough, for instance, Monte
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Carlo (MC) parametrizations. The optimum distance, r0, is
traditionally fixed for each detector since it is assumed to be only
dependent on the array spacing and geometry [2], although some
studies suggest the convenience of calculating the optimum dis-
tance for each individual shower taking into account its primary
energy and direction [3].

The current experiments, on the other hand, use hybrid
techniques for Sðr0Þ calibration. The Pierre Auger Observatory [4],
taking data since 2004, pioneers the simultaneous use of water
Cherenkov detectors and fluorescence telescopes, while the
Telescope Array Observatory [5], operating since 2008, combines
scintillators and telescopes. Events detected simultaneously by
both the surface and fluorescence detectors are called hybrid.
Hybrid events allow the calibration of Sðr0Þ with primary cosmic
ray energy [6]. Thus, the energy of each event detected by the
surface detector alone can be determined almost independently
of MC simulations. Systematic errors in energy estimate are greatly
reduced in this way [7,8]. These calibrations assume that the
primaries are nuclei and, therefore, they cannot be directly applied
to photon-initiated showers. In addition, no photon event has been
unambiguously identified up to now by any experiment so a
proper calibration for photons is not possible with this technique.
Therefore, each experiment relies on MC simulations to infer the
primary energy of photon events [9–13].

The method used for photon searches by Auger in Ref. [13] was
first proposed in Ref. [14]. This method takes into account the
well-known universality of the electromagnetic component of
EAS [15–17] and the small muon fraction of the photon-initiated
showers. The calibration curve, that is obtained from MC
simulations, relates Sðr0Þ, the zenith angle of the incoming shower,
h, and Xmax. Thus, the primary energy of photon primaries can be
determined with resolution of �20–25% [13,14].

In this work, we show how to modify that method to be applic-
able to hadron-initiated showers where the muon component is
significant, especially, in case of water Cherenkov arrays which
enhanced their contribution to the total measured signal. The
additional advantage is that the same method could be used to
infer the primary energy for both, photon and hadron showers.
Moreover, in case of hadron-initiated showers the method can be
calibrated with hybrid events reducing the systematic uncertain-
ties coming from the high energy hadronic models used for shower
simulations.

2. Shower and detector simulations

The simulation of the atmospheric showers is performed with
the AIRES Monte Carlo program (version 2.8.4a) [18] using
QGSJET-II-03 [19] as the hadronic interaction model. The input
primary energy goes from logðE=eVÞ = 18.5 to 19.6 in 0.1 steps.
Approximately 2000 events have been simulated per energy bin
for both, proton and iron primaries. The zenith angle has been
selected following a sine–cosine distribution from 0 to 60 degrees,
while the azimuth angle is uniformly distributed from 0 to 360
degrees. Xmax is obtained from these simulations.

Given the energy, the zenith and azimuth angles of the shower,
the detector response is simulated with our own code, previously
tested in Refs. [3,20,21]. Following the original proposal in Ref.
[14], we select a triangular array of cherenkov detectors separated
1.5 km and Sðr0 ¼ 1000 mÞ � Sð1000Þ as the energy estimator. The
real core is randomly located inside an elementary cell while the
reconstructed core position is determined by fluctuating the real
one with a Gaussian function whose standard deviation depends
on the primary energy, composition and the distance between
detectors (see Ref. [3] for more details).

The signal collected at each station for a given shower is set
assuming a true lateral distribution function of the form,

SðrÞ ¼ Sð1000Þ � r
r0

� ��b

� r þ rs

r0 þ rs

� ��b

; ð1Þ

where rs = 700 m, r0=1000 m, the distance to the shower axis r is in
meters, Sð1000Þ is in VEM (vertical equivalent muons, unit for the
energy deposited by a vertical muon in a water tank [4]) and
bðh; Sð1000ÞÞ is given by (based on work by T. Schmidt et al. [22]
as presented in Maris [23]),

bðh; Sð1000ÞÞ ¼
aþ bðsec h� 1Þ if sec h < 1:55
aþ bðsec h� 1Þ
þf ðsec h� 1:55Þ2 if sec h > 1:55

8><
>: ð2Þ

where a¼ 2:26þ0:195logðeÞ;b¼�0:98;c¼ 0:37�0:51 sec hþ0:30

sec2h;d¼ 1:27�0:27 sec hþ0:08 sec2h, e¼ c Sð1000Þd and
f ¼�0:29.

A realistic Sð1000Þ to be used in Eqs. (1) and (2) is obtained
from,

E ¼ A ðS38ÞB;

Sð1000ÞðhÞ ¼ S38 � 1þ Cx� Dx2
h i

;
ð3Þ

where x ¼ cos2ðhÞ � cos2ð38oÞ. A;B;C and D are constants given
in Ref. [23] for QGSJetII-03, iron and proton primaries. In
addition, shower to shower fluctuations for each primary are
emulated by fluctuating the value from Eq. (3) with a
Gaussian distribution whose standard deviation is taken from
Fig. 3 in Ref. [24].

Finally, the signal assigned to each station is fluctuated using a
Poissonian distribution whose mean is given by the true LDF. We
adopt Sth ¼ 3:0 VEM and Ssat ¼ 1221 VEM as trigger and saturation
thresholds respectively [3].

Next, the lateral distribution of particles is fitted using a func-
tional form given by,

log SðrÞ ¼ a1 þ a2 log
r
r0

� �
þ log

r þ rs

r0 þ rs

� �� �
; ð4Þ

where the slope of the LDF and the normalization constant are free
parameters while the core position is fixed in the reconstructed one.
The values of v2/ndf are good if at least 3 stations are included in the
fit, a minimum condition for shower reconstruction that is fulfilled
for almost every event above the energy threshold of the detector.
Finally, the reconstructed Sð1000Þ is determined as the interpolated
value from the fit at 1000 meters from the shower axis. In this
method, event by event fluctuations and reconstruction uncertain-
ties are properly taken into account.

The problem of saturation is common to all surface arrays, spe-
cially when dealing with high energy vertical showers. The conse-
quent lack of detectors close to the core produces large
uncertainties in the LDF fit and affects the reconstructed Sðr0Þ.
The Auger Collaboration, for example, has developed sophisticated
algorithms to estimate the signal of a saturated detector [25].
Nevertheless, the analysis of such uncertainties and how to mini-
mize them is beyond the scope of the present work so saturated
events are discarded here.

The simulation set has been divided into two samples. In each
sample, an equal number of proton and iron primaries have been
mixed for each energy bin. The first sample represents the hybrid
events and it is used to determine the calibration curves as it will
be explained in the next Sections. Typical values for their recon-
struction uncertainties are considered, so their real energy, zenith
angle and Xmax are fluctuated with Gaussian distributions whose
standard deviations are 15% [6,8], 1� [26,27] and 20 g/cm2 [28]
respectively. The second sample, which represents data from the
surface detector alone, is used for reconstruction and only their
reconstructed S(1000) and zenith angle are needed. Thus, to
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