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Ultra-high-intensity lasers have opened up a new avenue for the creation and detailed spectral mea-
surements of dense plasmas in extreme thermodynamic conditions. In this paper, we demonstrate the
possibility of heating a dense plasma (p > 1 gcm ™) to a maximum temperature of 560 + 40 eV using a
few-Joule, relativistic-intensity laser pulse. Particle-in-cell, radiation-hydrodynamic and atomic physics
simulation tools are used together for a full description of the plasma dynamics, from laser interaction to
late-time expansion and x-ray emission, yielding overall good agreement with the spectral measure-
ments. We discuss the sensitivity of our analysis to space-time gradients, non-equilibrium ionization
processes and hot electron effects.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Ultra-high-intensity (UHI) laser pulses are efficient tools to
generate hot plasmas at near-solid density. These novel states of
matter are promising platforms to address problems associated with
stellar opacities [1] and atomic physics in general [2,3]. The mech-
anisms whereby the laser-accelerated electrons propagate and de-
posit their energy through dense materials have been extensively
investigated over the past years, mainly in the framework of the fast
ignition approach to inertial confinement fusion [4—7] and, more
recently, to address atomic physics phenomena arising in dense
plasmas [8—11]. The non-thermal high energy electron density is
usually high enough so that, in addition to the direct collisions with
the target particles, the dominant heating process is the ohmic
dissipation of the inductive return current formed by collisional
background electrons [12—14]. As early as 1996, it has been
demonstrated that dense targets can be heated in excess of 100 eV
before any significant hydrodynamic motion takes place [15—17]. To
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achieve this goal high-intensity-contrast pulses are required to
prevent the sample from expanding before the peak of the laser
pulse, which may be achieved using frequency doubling or plasma
mirrors [9,18]. In these experiments, the plasma conditions are
commonly inferred from spectroscopic measurements, the inter-
pretation of which implies accurate modeling not only of the radi-
ative properties of the heated sample but also of the early-time
heating dynamics. In this paper, we present a detailed analysis of K-
shell spectra obtained from laser-driven plastic buried Al samples at
the ELFIE facility. In order to produce synthetic spectra to compare to
the experiment, we have employed a suite of simulation tools
describing the major physical processes arising during the fast
electron generation and relaxation phases, as well as the subsequent
radiative-hydrodynamic evolution of the target. Our results high-
light the great potential of high-contrast UHI lasers to create and
explore high energy density (HED) states in the laboratory.

2. Experimental setup and results

Fig. 1 shows a schematic set-up of the experiment performed
with the ELFIE laser at LULL Frequency-doubled pulses
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Fig. 1. Schematic experimental setup.

(A= 0.527 um) were used to increase the laser intensity contrast to
be greater than 10”. This served to improve the laser-solid coupling
efficiency by minimizing the plasma formation before the arrival of
the main pulse [9]. Despite frequency-doubling, however, a residual
prepulse of intensity 10'> — 10> Wem ™2 was observed 60 ps before
the laser peak. Consequently, a preplasma of scale-length <1 um is
produced. The laser beam was focused to a 5 um FWHM spot size
with an f/3 off-axis parabolic mirror. The 350 fs FWHM duration
pulse delivered a maximum energy of 3 ], yielding an on-target
intensity of ~4 x 10'® Wem 2. According to Beg's law [19], fast
electrons with energies of ~200 keV are expected at these in-
tensities. The targets, irradiated at normal incidence, were 500 um-
wide, square-shaped three-layer foils glued on a glass stalk, and
composed of 1 um C/0.5 um Al/5 um Cg Hg. The main diagnostic was
a space- and time-integrated Von Hamos x-ray spectrometer [20]
placed at ~40° from the front surface normal. It consisted of a
PET cylindrically bent crystal designed to record the Al Ly,, Heg and
Lyg lines onto an image plate (IP) detector with a 3 eV spectral
resolution. This crystal was calibrated using a 25 kV x-ray tube at
CEA, whereas the IP calibration was taken from Ref. [21]. In addi-
tion, a time-resolved x-ray spectrometer measured the emission
along the rear front normal. It comprised a PET toroidal crystal
coupled with a picosecond streak camera to produce time-resolved
spectra of Al Heg line in a spectral range of 1800 — 1900 eV with a
time resolution of 1 ps.
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Fig. 2. Best fits of a typical space- and time-integrated experimental K-shell spectrum
using two different atomic physics models in the LTE approximation and with a single
pair of input parameters (p,T). Blue dashed line: opas with (p,T) = (2.7 gcm 3,370 eV).
Red solid line: spect3p with (p,T) = (2.7 gem 3,360 eV). The inset graph shows the time-
resolved x-ray emission measured in the range 1800 — 1900 eV. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of
this article.)

Fig. 2 shows a typical K-shell spectrum obtained through aver-
aging over three reproducible shots. The effective plasma density
and temperature (p,T) are inferred by comparing the line ratios and
widths with theoretical spectra obtained using the spect3p [22] and
opas [23] atomic physics codes. Assuming local thermodynamic
(LTE) conditions, both codes give similar best-fitting plasma con-
ditions, namely, p = 2.7 + 0.6 gcm™> and T = 360 + 20 eV. It should
be stressed that sophisticated physics must be included for good
reproduction of the experimental spectra. For instance, computing
Li-like lines is required to capture the red wing of the Heg line. Also,
to match the measured line widths, one needs to describe the
impact broadening and the influence of the plasma microfields on
each atomic state. Moreover, the plasma screening model imple-
mented in oras enables reproduction of the observed 6 eV shift of
the Heg line caused the high target density. A similar shift was
measured by Saemann et al. [24] in a similar experiment.

The effective density and temperature inferred from the above
calculations should be considered as mean values, resulting from
the space-time averaging performed by the Von Hamos spec-
trometer. Yet, the Heg emission shown in the inset graph of Fig. 2 is
seen to evolve on a picosecond time scale, which suggests the
importance of taking the heating and cooling dynamics into ac-
count. In the following sections, we combine a variety of simulation
tools in order to produce self-consistent synthetic spectra.

3. Interpretations
3.1. Step 1- kinetic simulation of the laser-solid interaction

To simulate the UHI laser-solid interaction and the heating
processes during the first picosecond, we make use of the two-
dimensional (2-D) Cartesian particle-in-cell (PIC) code cALDEr [25].
A three-layer target composed of 1 um C!*/0.5 um AI**/5 um CH'*
is considered in the simulation. The initial electron and ion tem-
peratures are set to T, = T; = 10 eV. An exponential density profile of
0.4 um scale-length is added on the front carbon layer to mimic the
effect of the laser prepulse. The other layers have a uniform solid
density. The laser pulse is injected along the x > 0 axis. It has a
Gaussian profile with an FWHM spot size of 5 um and an FWHM
duration of 330 fs. A maximum intensity of 4.4 x 10'® Wem™2 is
reached at tpax = 475 fs. The simulation box has dimensions of
384 x 768 um. The mesh size is Ax = Ay = 6.4 nm and the time step
is At = 0.016 fs. In addition to kinetic effects, the code describes
field ionization, as well as elastic and inelastic collisions [26,27]. To
mitigate the numerical heating intrinsic to high-density PIC simu-
lations, fourth-order weight factors are employed along with the
alternating-order interpolation scheme of Sokolov [28]. The total
simulation time is 975 fs.

Fig. 3 shows the mass density (left), hot electron fraction (cen-
ter) and background electron temperature (right) 500 fs after the
laser peak, at which time the laser intensity has dropped to
2 x 10" Wem™2. The hot electrons are defined as those with en-
ergies >10 keV, while the background (thermal) electron temper-
ature is computed from the mean energy of the low-energy
(<10 keV) electrons. The Al layer is still at solid density
(~2.7 gem3) although it has been heated to a maximum temper-
ature of ~650 eV around the laser axis. We have checked that this
strong isochoric heating is mainly caused by the return current.
Owing to the small laser spot size, the temperature profile in the
target proves strongly non-uniform: in the Al layer, we measure
variations of AT, = 70eV over 0.5 um in the longitudinal direction
and AT, = 350eV over 3 um in the transverse direction.

The hot electron fraction, fy, is defined as the density of the hot
electron density normalized to the background electron density. At
the time of Fig. 3, f; is below 0.5% everywhere in the dense plasma.
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