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h i g h l i g h t s

� The directional second-order directional derivative filters are deduced to enhance the targets.
� A multiscale representation provided by the proposed method is used to reduce the false alarm rate.
� The proposed method is effective to detect the small target in complex background with low SCR.
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a b s t r a c t

In this paper, we proposed a new robust infrared small target detector that is more suitable for complex
background with low signal-to-clutter ratio. The original image is decomposed into sub-bands in differ-
ent orientations by using the directional second-order directional derivative (DSODD) filters deduced
from the facet model. The multiscale facet model (MFM) analysis is developed by using a series of mul-
tiscale DSODD filters, which are obtained by filling zeros in the basic DSODD filter. Based on MFM, an
MFM matrix is constructed, and the normalized determinant of this matrix is then defined as the target
measure. The corresponding multiscale correlations of the target measures are computed to enhance the
target signal and suppressing the background clutter. The experimental results on a set of real infrared
images demonstrate that the proposed approach is effective and is superior to the traditional small target
detection methods in terms of the pertained quantitative detection evaluation indexes, such as the
signal-to-clutter ratio gain and the background suppression factor.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

The robust detection of infrared small targets in clutter is an
issue of critical importance to infrared search and track (IRST)
applications for self-defense or attacks [1–6]. Due to that the target
is at a far distance, its projected image is usually very small and
does not have available shape and texture for detection or match-
ing [7–9]. Furthermore, because of the effects of inherent sensor
noise or environment, the obtained infrared small targets are often
buried in a complex background with low signal-to-clutter ratio
(SCR). Therefore, it is difficult to detect the small targets in com-
plex infrared background.

In order to detect a small target effectively, many approaches
have been proposed in the past few decades. The small target

regions are typically different from the surrounding clutter back-
ground. Based on this fact, some background prediction model
based methods are proposed to detect targets. Gu et al. proposed
a kernel-based nonparametric regression method for background
prediction and clutter removal [1]. Each pixel of the observed infra-
red imagery is represented by using a linear mixture model. The
clutter background is estimated by using kernel regression and
small target is subsequently detected from the ‘‘pure’’ target-like
region. Deng and Liu introduced an efficient method for back-
ground prediction based on the concept of self-information [2].
The self-information map (SINM) is constructed by a Parzen
window function. Then the adaptive thresholding method followed
by a region growing technique is adopted to detect the target from
SINM. The major drawbacks of this method are the target growing
effect and large calculation. To overcome these disadvantages,
Deng et al. developed a weighted SINM based method and
improved the region growing technique [3]. The spatial bilateral
filter (BF) is integrated with temporal profile to predict background
without targets [4]. An infrared patchimage (IPI) model based on
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the non-local selfcorrelation property of the infrared image for
small target detection was proposed by Gao et al. [6]. They assume
that the target and background patch-images are a sparse and a
low-rank matrix, respectively. Then the background image is
reconstructed by recovering the low-rank and sparse matrices.
Bae et al. [5] introduced an edge directional 2D least mean squares
(LMSs) filter to predict the background excluding small targets.
Small targets can be extracted by subtracting the predicted back-
ground from the original infrared image.

Traditional small target detection methods including Top-hat
filtering [10], max-mean/max-median filter [11] and so on, are
widely used to suppress the background clutter or enhance the
small target. Based on Top-hat filtering, some new related methods
have been presented. The Top-hat filtering parameters are opti-
mized by using neural network and genetic algorithm [12]. A
new Top-hat transformation method was proposed by Bai et al.
[13]. They reorganized the classical Top-hat transformation by
using two different but correlated structuring elements. The differ-
ent information between the target and surrounding regions is also
taken into account. Meng et al. proposed an adaptive method for
small target detection [14]. The modified top-hat transformation
using interrelated structuring elements is used to adaptively detect
the darker and brighter targets and suppress the cluttered back-
ground. However, they sometimes did not give truly satisfactory
results. The main difficulty is that the size of the small target
may vary from 2� 2 to 12� 12 pixels [15].

In order to solve the scale problem, many multiscale based
methods have been proposed. According to the principle of human
discrimination of small targets from a natural scene, an efficient
multiscale small target detection using template matching based
on the average gray absolute difference maximum map was pro-
posed by Wang et al. [16]. A small targets detection method based
on support vector machines (SVM) in the wavelet domain has been
presented [17]. Motivated by the robust properties of the human
visual system (HVS), Kim and Lee proposed a scale invariant small
target detection for solving the scale and clutter suppression prob-
lem [15]. They applied the row-directional-local background
removal filter (RD-LBRF) to estimate background image. The possi-
ble target position parameters are obtained by searching local
extrema from the Laplacian scale-space images. Then the maxi-
mum of SCR is obtained by using the Tune-Max method. Other
related work includes the least squares support vector machine
(LS-SVM) based method [18], directional saliency based method
[19], image layering based method [20], as well as local contrast
method [21]. These methods can achieve good performance in typ-
ical applications but may become less effective for the small target
in complex background with low SCR.

In this paper, we explore a new robust infrared small target
detector that is more suitable for different cluttered and noisy
backgrounds and target types. The key ideas of the proposed
method are to use the directional second-order directional
derivative (DSODD) filters to enhance targets and the multireso-
lution representation to reduce the false alarm rate. The DSODD
filters are used to decompose the original image into sub-bands
in horizontal, vertical and diagonal orientations. The multiscale
analysis is developed by using a series of multiscale DSODD
filters, which are obtained by filling zeros in the basic DSODD
filter. Based on multiscale DSODD filters, a multiscale facet
model (MFM) matrix is constructed, and the normalized deter-
minant of this matrix is then defined as the target measure.
The corresponding multiscale correlations of the target measures
are computed for enhancing the target signal and suppressing
the background clutter.

The rest of the paper is organized as follows. In Section 2, the
multiscale DSODD filters is developed to decompose the original
image. In Section 3, we introduce the target detection method

based on multiscale facet model. The experiments are provided
in Section 4. We conclude this paper in Section 5.

2. Multiscale facet model

In the following, we describe the necessary algorithm on which
our algorithm is based, and then a multiscale representation is
developed by using a series of multiscale DSODD filters.

2.1. DSODD

Let R and C be the index sets of the neighborhood that satisfy
the symmetric conditions, i.e., r 2 R implies �r 2 R and c 2 C
implies �c 2 C. Similar to the second-order directional derivative
(SODD) based method [22,23], we deduce the DSODD filters from
the facet model [24]. The set fP1ðr; cÞ; � � � ; PNðr; cÞg of discrete
orthogonal polynomials over R� C can be constructed. Then the
fitted intensity surface function over the constant vector space,
R� C, can be written as follows:

f ðr; cÞ ¼
XN

n¼1

anPnðr; cÞ; ð1Þ

where f ðr; cÞ is the corresponding intensity value. For the 5� 5
neighboring window in which R ¼ f�2� 1012g and C ¼
f�2� 1012g; Pnðr; cÞ are shown as f1; r; c; r2 � 2; c2 � 2; r3 � 17

5 r;
ðr2 � 2Þc; ðc2 � 2Þr; c3 � 17

5 cg.
The fitting coefficients can be estimated by minimizing a resid-

ual error and can be written as

am ¼
P

r2R

P
c2Cf ðr; cÞPmðr; cÞP

r02R

P
c02CP2

mðr0; c0Þ
: ð2Þ

From Eq. (2), we can seen that each fitting coefficient am can be
computed as linear combination of the data values. For each index
ðr; cÞ in the index set, the intensity value f ðr; cÞ is multiplied by the
weight

Wm ¼
Pmðr; cÞP

r02R

X
c0 2 CP2

mðr0; c0Þ
: ð3Þ

If we substitute Pnðr; cÞ into Eq. (3), the weight kernels
Wm;m ¼ 4;5;6 can be obtained as follows:

W4 ¼
1

70

2 2 2 2 2
�1 �1 �1 �1 �1
�2 �2 �2 �2 �2
�1 �1 �1 �1 �1
2 2 2 2 2

2666664

3777775;

W5 ¼
1

100

4 2 2 �2 �4
2 1 �1 �1 �2
0 0 0 0 0
�2 �1 �1 1 2
�4 �2 2 2 4

2666664

3777775;
W6 ¼WT

4:

Assume that in each neighborhood of the image the intensity
surface function f takes the parametric form of a polynomial in
the row and column coordinates. Thus, in each neighborhood f
can be written as:

f ðr; cÞ ¼ k1 þ k2r þ k3c þ k4r2 þ k5rc þ k6c2 þ k7r3 þ k8r2c

þ k9rc2 þ k10c3: ð4Þ

Evaluating the second row and column partial derivatives at the
center point ð0;0Þ from Eq. (4) yields the second order directional
derivatives
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