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HIGHLIGHTS

« The infrared target is detected based on firing times of PCNN.

« DENCLUE is used to accurately locate the infrared target region.

« The noise of the background region is suppressed based on sparse representation.
« Different fusion rules are built according to the target and background region.
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Although the fused image of the infrared and visible image takes advantage of their complementary, the
artifact of infrared targets and vague edges seriously interfere the fusion effect. To solve these problems, a
fusion method based on infrared target extraction and sparse representation is proposed. Firstly, the
infrared target is detected and separated from the background rely on the regional statistical properties.
Secondly, DENCLUE (the kernel density estimation clustering method) is used to classify the source
images into the target region and the background region, and the infrared target region is accurately
located in the infrared image. Then the background regions of the source images are trained by Kernel
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DENCLUE tion is retained and the background noise is suppressed. Finally, fusion rules are built to select the fusion

coefficients of two regions and coefficients are reconstructed to get the fused image. The fused image
based on the proposed method not only contains a clear outline of the infrared target, but also has rich

detail information.
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1. Introduction

Image fusion is an important application of multi-sensor infor-
mation fusion. Based on the fused images which contain more reli-
able, clear and accurate description of the scene, the researchers
could perform further analysis, understanding image information,
tracking target detection and identification. Infrared and visible
image fusion is an important branch of image fusion. The infrared
target scenes are obtained by thermal radiation imaging through
the infrared sensors with only contour information. In contrast,
the visible light sensors capture information by the reflection of
target scenes with the edge of the scene and texture feature. The
fusion of the infrared and visible image takes full advantage of
their complementary which could be beneficial for improving
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detection capabilities and the ability to work around the clock of
the detection system.

The main purpose of merging infrared and visible light images
is to detect and locate infrared targets, so the infrared target
extraction plays an important role in the fusion method. Due to
the gray values of the target region are higher than surroundings’
significantly, the target region could be distinguished by compari-
son of the pixel values. However, the distinguished boundaries
may be vague, so the key to improve fusion results is the precise
positioning of the infrared target.

DENCLUE is a generalized clustering algorithm based on the
kernel density estimation [1-3], which can define clusters of arbi-
trary shapes formally. The effects on the surrounding points caused
by the sample points is described by kernel function and superim-
posed to form a curved surface model on which the local maximum
point is selected as a cluster attractor. If the density function value
of the attractor is equal or greater than the preset threshold, the
points matching to the condition will be clustered together.
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Otherwise, if little data is attracted, attracted points are deemed as
noise data [4]. The infrared target region can be accurately
described by DENCLUE, and the distribution of gray values can be
distinguished accurately.

Currently, many algorithms, such as adaptive thresholding
method [5], non-parametric model [6], morphology method [7]
and spatial analysis method [8,9], have got good results in infrared
target detecting, but there are some limitations. For example, all of
them rely on the priori knowledge of the target to construct a sta-
tistical model in order to simplify the problem, and the boundary
of the target region is not precisely located; on the other hand,
the corresponding spatial information of infrared and visible image
express differently. Infrared images have little texture, poor con-
trast, low signal to noise and insensitive to lighting conditions.
Multiscale analysis is widely used in this field; top-hat selection
transform is used to extract the regions of the original infrared
and visual images at each scale [10]. Shear wave is combined with
Bayesian in the literature [11] to suppress the background noise of
the infrared target, the separation of small infrared targets and
background clutter is achieved. In the literature [12].

Factional order integral theory is used to suppress background
noise of the infrared image, target and background regions are
separated based on characteristics of the fractional order integral
Statistical properties of the target region are considered in the
methods mentioned above, but the sparsity characteristics of the
human visual recognition mechanism that the image features can
be accurately represented by few coefficients [13] is ignored. Yang
proposed a multi-focus image fusion algorithm based on sparse
representation. In his method, the image is decomposed by the
redundant DCT dictionary, and the fusion coefficient is selected
by comparing the 11 norm [14]. Jin proposed a coefficients optimiz-
ing method with teaching phase and learning phase to adjust the
weighted coefficients automatically [15]. Aharon presented an
image fusion method based on the KSVD algorithm in which sparse
representation of the original image is obtained by the redundant
dictionary which is trained by the KSVD algorithm, as a result, the
method has strong anti-jamming ability, but it cannot extract infra-
red targets accurately, so the fusion result is not satisfied.

In order to accurately locate the edge of the infrared target and
suppress the noise, this paper presents a new algorithm based on
sparse representation and kernel density estimation clustering,
firstly, the infrared target is detected by PCNN. Secondly, DENCLUE
is used to find the clustering centers and accurately located the
infrared target region, and then source images are classified into
the target region and the background region. The background
region is trained by K-SVD dictionary to get its sparse representa-
tion, so that more detail information can be retained and back-
ground noise can be suppressed. Finally, the fusion coefficients of
the two regions are selected based on different rules and coeffi-
cients are reconstructed to get the fused image. The fused image
based on the proposed method not only contains a clear outline
of the infrared target, but also suppresses the noise.

The outline of this paper is as follows: in Section 2, we briefly
review the Kernel density estimation clustering. Dictionary learn-
ing based block sparse representation is proposed in Section 3.
The comparative experimental results are presented to show the
performance of the proposed methods in Section 4. Finally, conclu-
sions are drawn in Section 5.

2. Kernel density estimation clustering

Kernel density estimation (KDE) is a non-parametric density
estimation method which does not depend on the priori
knowledge or any hypotheses and a feature distribution estimation
method driven by data. KDE could extract object effectively accord-
ing to each pixel’s kernel density component and different target

component which can be distinguished by probability information
of the gray value appeared in the region [16]. To reduce the volatil-
ity clustering results and improve the operational efficiency of
DENCLUE, the image is divided into several regions based on PCNN
in this paper, the number of sample points in each region is
reduced and the content of the split sub-image is simplified.

In summary, the regional clustering method based on kernel
density estimation includes three steps: (1) Pulse Coupled Neural
Network (PCNN) is used to extract the infrared target region from
the source image, and the image is divided into multiple regions
according to the firing times of PCNN in this step; (2) DENCLUE
is used to find the regional density attractor, namely, the local
maxima of the density function; and (3) the sample points in dif-
ferent regions are clustered based on the density attractor, and in
the region contains infrared target, precise positioning of the infra-
red target boundary is achieved.

2.1. Infrared target region extraction

PCNN has good pulse propagation characteristics which have
been widely applied in image processing, pattern recognition and
other fields. In PCNN, the gray values of the pixel are not necessarily
related to neurons firing. During the course of the pulse generating,
firing neurons motivate neighboring neurons firing by connecting
function L(n) during the course of the pulse generating, and the fir-
ing of neighboring neurons will motivate the surrounding neurons
fire, thus a pulse wave is generated in the active region and propa-
gation outside. The neighboring pixels with similar gradation tend
to synchronize firing; the synchronous nature is used to achieve
image segmentation. A lot of information contains in the activation
process of neurons rather than in firing binary matrix [17].

PCNN is composed of the receiver domain, modulation domain
and pulse generated domain:

The receiver domain:

Fij(n) = Syj[n]; (1)
Ly[n] = e " Ly[n — 1]+ V. > wyuln — 1J; (2)
i
The modulation domain:
Uyj[n] = Fy[n] (T + BLy[n]); 3)
The pulse generated domain:
o 1 Uyln] > Tyln]
Yiln] = {0, else " (4)
Tij[n] = exp(—or)Tj[n — 1]+ VrYy(n]; (5)

where F;(n) is the feedback input of the ij neuron; Sy[n] is the input
for external incentives; Tj; is the neuron dynamic threshold; oy is
the time constant; Vr is the normalization constant; wy,, are the
synaptic connections right; Uy is the internal activity term; f is
the weight coefficients of F;(n); o is the average factor which regu-
lates the internal activity level; Yj is the ij neuron output; n is the
iteration number.

Considering the pulse propagation characteristics of PCNN, pix-
els with same firing times have similar regional characteristics
which can be classified according to the number of firing times.
An example of the regional classification is shown as Fig. 1,
Fig. 1(a) is the infrared image, Fig. 1(b) is the firing map,
Fig. 1(c)-(e) represent the maps that firing 1-3 times respectively.
Pixels with the same firing times represent the contour
information of different regions. In Fig. 1(e), the outline of the
infrared objectives is clear, but in Fig. 1(c), it mainly contains
background information distributed in pixels with lower firing
times. The separation of the target region and the background
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