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Abstract

The Online Silicon Vertex Tracker (SVT) is the trigger processor dedicated to the 2-D reconstruction of charged particle trajectories at

the Level 2 of the CDF trigger. As the Tevatron luminosity rises, multiple interactions increase the complexity of events and thus the SVT

processing time, reducing the amount of data CDF can record. The SVT upgrade aims to increase the SVT processing power to restore at

high luminosity the original CDF Data Acquisition capability. In this paper we review the tracking algorithms implemented in the SVT

and we report on the first step in the SVT upgrade.
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One challenge in the Collider Detector at Fermilab
(CDF) experiment [1] is to extract signals of interest
efficiently from much larger backgrounds. The total
inelastic pp̄ cross-section at the Tevatron is about 50mb,
while the b-quark cross-section within CDF’s acceptance
(transverse momentum pT46GeV=c, rapidity jyjo1) is
about 10 mb, and the t-quark cross-section is about 5 pb. At
luminosities above 0:35� 1032 cm�2 s�1, the mean number
of interactions per beam crossing exceeds 1. Reducing the

1.7MHz beam-crossing rate to the 70Hz DAQ output rate
implies a trigger rejection of 25 000.
Good background rejection in the trigger requires the

fast identification of distinctive signatures. In the CDF
trigger, many important signatures exploit fast charged-
particle track reconstruction in the bending plane of the
spectrometer, transverse to the beam axis.
CDF uses a three-level trigger. On each beam crossing

(396 ns), the entire front-end digitizes. A 5:5ms pipeline of
programmable logic forms axial drift chamber tracks and
can match these with calorimeter and muon-chamber data.
On Level 1 accept, front-end boards store the event to one
of four buffers. Level 2 processing, with about 30–40ms
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latency, adds fast offline quality silicon tracking and
calorimeter clustering. The final Level 2 decision is made
in software on a single-board computer to provide full
flexibility in the final selection. At Level 3, a farm of 250
commodity PCs runs full event reconstruction. This is the
first stage at which three-dimensional tracks (e.g. for
invariant mass calculation) are available. Events passing
Level 3 are written to disk.

Output rates at L1/L2/L3 are approximately 25 000/350/
70Hz. Silicon tracking at L2 allows CDF to collect large
samples of fully hadronic bottom and charm decays, by
requiring two drift chamber tracks at L1, requiring each
track to have a significant (at least 100mm) transverse
impact parameter at L2, and performing full software
tracking at L3 to confirm the hardware tracking.

CDF’s Level 1 drift chamber hardware track processor,
XFT [2], with a latency of 1:9ms, finds tracks of
pT41:5GeV=c with 96% efficiency. XFT’s resolutions,
sðpTÞ ¼ 0:017 � p2

T GeV=c and sðf0Þ ¼ 5mrad, are only a
factor 10 coarser than those of the offline reconstruction.

For each event passing Level 1, the Silicon Vertex
Trigger (SVT) [3] associates each XFT track with silicon
hit data from four detector planes, and produces a
transverse impact parameter measurement of 35mm resolu-
tion (50mm when convoluted with the beam spot) with a
mean latency of 25–30 ms, 9ms of which spent waiting for
the first silicon data. SVT’s impact parameter resolution
for pT � 2GeV=c is comparable to that of offline tracks
that do not use Layer 00 (mounted on the beam pipe),
which is not available in SVT. The resolutions on the other
transverse parameters are sðpTÞ ¼ 0:003 � p2

T GeV=c and
sðf0Þ ¼ 1mrad.

The SVT is a system of 150 VME boards containing
FPGAs, RAMs, FIFOs, and one ASIC design. CPUs are
used only for initialization and monitoring.

Three key features allow SVT to carry out in 15ms a
silicon track reconstruction that typically requires about
0.1 s in software: a highly parallel/pipelined architecture,
custom VLSI pattern recognition, and a linear track fit in
fast FPGAs.

The silicon detector’s modular, symmetric geometry
tends itself to parallel processing. SVT’s first stage,
converting a sparsified list of channel numbers and pulse
heights into charge-weighted hit centroids, processes 12�
6� 5 ðazimuthal� longitudinal� radialÞ silicon planes in
360 identical FPGAs. The overall structure of SVT reflects
the detector’s 12-fold azimuthal symmetry. Each 30�

azimuthal slice is processed in its own asynchronous,
data-driven pipeline that first computes hit centroids, then
finds coincidences to form track candidates, then fits the
silicon hits and drift chamber track for each candidate to
extract circle parameters and a goodness of fit.

In SVT’s usual configurations, a track candidate requires
a coincidence of an XFT track and hits in four (out of five
available) silicon layers. To define a coincidence, each
detector plane is divided into bins (‘‘superstrips’’) of
programmable width, about 500mm. For each 30� slice,

the set of 32 000 most probable coincidences (‘‘patterns’’) is
computed offline in a Monte Carlo program and loaded
into 256 custom VLSI associative memory (AM) chips. For
every event, each binned hit is presented in parallel to the
256 AM chips, and the hit mask for each of the 128
patterns per chip is accumulated in parallel. When the last
hit has been read, a priority encoder enumerates the
patterns for which all layers have a matching hit. The
processing time is thus linear in the total number of hits in
each slice and in the number of matched patterns. Actually,
the last matched pattern is read out only a few clock cycles
after the hit readout is completed.
There is no exact linear relationship between the

transverse parameters (curvature c, azimuthal angle f,
transverse impact parameter d) of a track in a solenoidal
field and the coordinates at which the track meets a set of
detector planes. However for pT42GeV=c, jdjo1mm,
jfjo15�, a linear approximation is valid within a few
percent. By linear regression to Monte Carlo data, we
derive the coefficients and the intercepts relating the
transverse parameters to the four silicon hits and the two
parameters (curvature and azimuthal angle) measured by
XFT, cXFT and fXFT. The same regression produces the
coefficients and intercepts corresponding to the fit’s 3
degrees of freedom, with which we calculate the three
constraints and the w2.
In the start-of-run download, all the constants are

precomputed at the edge of each pattern and stored. For
each pattern, the fitter board computes corrections to the
parameters and constraints with respect to the pattern
edge, using 8-bit multiplication in 6 parallel FPGAs, in
300 ns per fitted track. Tracks passing a goodness-of-fit cut
w2o15 propagate downstream.
The most critical parameter provided by the SVT is the

transverse impact parameter with respect to the beam axis.
The SVT is supposed to work with the beam in its nominal
position, i.e., parallel to the z-axis of the CDF detector and
at x ¼ 0 and y ¼ 0. In practice, some misalignments and
time variations of the beam position are possible, thus,
corrections are needed. The beam position in the transverse
plane can be calculated using the correlation between d and
f. If the beam-spot position in the transverse plane is
ðx0; y0Þ, the relationship between d and f for primary
tracks is d ¼ �x0 sinðfÞ þ y0 cosðfÞ. The impact parameter
with respect to the position of the beam is d 0 ¼

d þ x0 sinðfÞ � y0 cosðfÞ. The average beam position and
the impact parameter correction are performed online by
fitting data. Fig. 1 shows the d � f correlation for online
track candidates which satisfy a cut w2o15.
The SVT processing time increases as the instantaneous

luminosity of the Tevatron increases. Multiple interactions
in the same accelerator bunch crossing increase the number
of silicon hits, and thus increase the time to process all of
them. A more serious problem is the increase in the number
of track candidates to be fitted. In each pattern, the
number of required fits (combinations) is the product of the
number of hits in each silicon layer. As the hit density in
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