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a b s t r a c t

Random vectors with a symmetric correlation structure share a
common value of pair-wise correlation between their different
components. The symmetric correlation structure appears in a
multitude of settings, e.g. mixture models. In a mixture model the
components of the random vector are drawn independently from a
general probability distribution that is determined by an underly-
ing parameter, and the parameter itself is randomized. In this pa-
per we study the overall correlation of high-dimensional random
vectors with a symmetric correlation structure. Considering such
a random vector, and terming its pair-wise correlation ‘‘micro-
correlation’’, we use an asymptotic analysis to derive the random
vector’s ‘‘macro-correlation’’ : a score that takes values in the unit
interval, and that quantifies the random vector’s overall corre-
lation. The method of obtaining macro-correlations from micro-
correlations is then applied to a diverse collection of frameworks
that demonstrate the method’s wide applicability.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Assume that, given a high-dimensional random vector, you are asked to evaluate the overall
correlation between the vector’s components. In case of a two-dimensional random vector the answer
is straightforward. Indeed, the vector’s overall correlation is the correlation between its single pair of
components. But what is the answer in the case of a random vector of arbitrary dimension d? And,
moreover, what is the answer when the dimension d is very large?

Well, as in the case of two-dimensional random vectors, we can consider the pair-wise
correlations between the different components of the given random vector. There are d (d − 1) /2
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such correlations, and these correlations constitute the vector’s correlation matrix. But how can we
evaluate the vector’s overall correlation from its correlation matrix? Alternatively, given two random
vectors, how can we determine which is more correlated than the other?

Given two bodies, we can measure the temperature of each, and determine which is hotter and
which is colder. Analogously, we are looking for a one-dimensional measure of overall correlation in
the context of randomvectors. Such ameasure exists, it emanates from the notion ofWilks’ generalized
variance [1–5], and it is based on the determinant of the random vector’s correlation matrix [6]. In
particular, in the case of a two-dimensional random vector the overall correlation is the square of the
correlation between the vector’s pair of components.

As in the Central Limit Theorem (CLT) [7–9], and as in Extreme Value Theory (EVT) [10–12],
our key focus in this paper is the evaluation of overall correlation in the high-dimensional limit
d → ∞. The CLT and EVT share a common bedrock model that considers the components of the
given random vector to be independent and identically distributed (IID) random variables. The CLT
addresses the aggregate of the vector’s components, whereas EVT addresses the maximum of the
vector’s components. Both the CLT and EVT explore how the microscopic affects the macroscopic: the
‘‘microscopic’’ being the statistical distribution of the IID components; the ‘‘macroscopic’’ being the
statistical distribution of the components’ aggregate and maximum, in the high-dimensional limit
d → ∞.

Our goal in this paper – similarly to the CLT and EVT, yet in the context of correlation – is to explore
how the microscopic affects the macroscopic. To that end the first step is to set a bedrock model.
Evidently, the CLT and the EVT bedrock model of IID components is trivial and uninteresting, as it
bears no dependencies and hence no correlations. Nonetheless, mixture models offer a neat way of
transforming IID components to dependent components [13–15]. Specifically, in a mixture model the
components are IID random variables that are drawn from a general probability distribution that is
determined by an underlying parameter, and the underlying parameter is randomized before drawing
the random variables. This randomization induces dependencies, and consequently mixture models
yield a symmetric correlation structure: the pair-wise correlations between the different components
of the given random vector share a common value.

Our bedrock model in this paper is the symmetric correlation structure. At first sight this bedrock
model may appear somewhat too simple and restricting. However, this bedrock model is actually
surprisingly rich. Indeed, along the paper we shall provide a diverse collection of frameworks
that demonstrate many applications of this bedrock model. Examples of the applications to be
presented include: Maxwell–Boltzmann, Bose–Einstein, and Fermi–Dirac statistics; Lévy bridges and
Lévy random probabilities; the aforementioned mixture models; regular and anomalous diffusion;
regular and anomalous relaxation; power-laws; and conditional Lévy processes.

In what follows, given a high-dimensional random vector with a symmetric correlation structure,
we consider the vector’s common pair-wise correlation value as our input, and term it ‘‘micro-
correlation’’. Then, using the aforementioned measure of overall correlation together with an
asymptotic analysis, we derive in explicit form an output and term it ‘‘macro-correlation’’. This output
is a score that takes values in the unit interval, and that quantifies the overall correlation of the random
vector of interest, in the high-dimensional limit d → ∞.

Thus, to summarize: in this paper we present a method for obtaining macro-correlations from
micro-correlations, in the context of high-dimensional random vectors with a symmetric correlation
structure. The method is established in Section 2. A wide range of the method’s applications is
presented in Section 3, followed by a short conclusion in Section 4. The derivations of various results
and formulae stated in Sections 2 and 3 are detailed in Section 5.

2. The method

The goal of this paper is to study the overall correlation of large systems with a symmetric
correlation structure. In this sectionwe describe themeasurement of overall correlation and the notion
of a symmetric correlation structure, and then present an asymptotic analysis that meets our goal.
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