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The rapid expansion of the Internet requires effective information filtering techniques to extract the 
most essential and relevant information for online users. Many recommendation algorithms have been 
proposed to predict the future items that a given user might be interested in. However, there is an 
important issue that has always been ignored so far in related works, namely the heterogeneous
dynamics of online users. The interest of active users changes more often than that of less active 
users, which asks for different update frequency of their recommendation lists. In this paper, we 
develop a framework to study the effect of heterogeneous dynamics of users on the recommendation 
performance. We find that the personalized application of recommendation algorithms results in 
remarkable improvement in the recommendation accuracy and diversity. Our findings may help online 
retailers make better use of the existing recommendation methods.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

With the fast development of the World Wide Web, our daily 
lives depend more and more on the Internet. However, how to find 
the information we need is not a simple problem [1]. The huge 
amount of online items such as the movies, books, bookmarks 
make it impossible for everyone to go over every item and find 
their favorite. Many approaches such as the collaborative filtering 
[2,3], matrix factorization [4–6], resource diffusion [7–9] have been 
intensively investigated recently. This so-called information filter-
ing problem attracts researchers from computer science [10,11], 
physics [12–14], psychology [15,16], management [17] and so on. 
The research issues range from the recommendation accuracy [7]
and diversity [9] to the sustainability of the whole system in evo-
lution [18]. In this context, many recommendation algorithms have 
been proposed to help online users filter out irrelevant information 
and narrow down the search space [19,20].

In the literature, the studies on recommender systems over-
whelmingly focus on the recommendation techniques while the 
effect of online users’ features on the recommendation process 
has received far less attention. Research on human dynamics 
has shown clearly that the behavior of online users is hetero-
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geneous [21]. At individual level, the inter-event time of item se-
lections exhibits the burst property, i.e. in some period users select 
items frequently while in some other period the time between two 
selections of a user can be very long [22]. At system level, the 
distribution of users activity is very broad, indicating that some 
users are very active while many other users are much less ac-
tive [23,24]. Moreover, it has been revealed that online users are 
driven by different network growth mechanism when they estab-
lish new links in the network [25]. In this paper, we focus on how 
the heterogeneous dynamics of online users affects the informa-
tion filtering process.

To evaluate the accuracy and diversity of recommendation, usu-
ally the real data (i.e. links) are randomly divided into two sets: 
the training set represents the known historical information that 
can be used by the recommendation algorithm; the probe set rep-
resents the unknown future information that is used to check the 
quality of the recommendation [1]. This implies that the number 
of links that the recommendation algorithm tries to predict for 
each user is proportion the cumulative degree of the user. How-
ever, this assumption could be problematic from practical point 
of view. Since the behavior of online users is very heterogeneous, 
some users could be very active and requires the recommendation 
list to be updated very often. Some less active users, on the other 
hand, may require less frequent update of the recommendation list 
[26]. Therefore, it is necessary to take into account the heteroge-
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neous dynamics of online users in data division and examine the 
performance of recommendation algorithms when the amounts of 
links for prediction are unequal for different users.

In this paper, we propose a heterogeneous data division model 
for the recommendation process. Instead of randomly dividing the 
links into the training set and probe set, the number of links for 
each user in the probe set is determined by the user’s degree. The 
bias towards different degree is controlled by a tunable parameter. 
By implementing some representative recommendation algorithms, 
we find that different data division indeed significantly influences
the evaluation results of the existing recommendation algorithms. 
Interestingly, if the number of probe links for large degree users is 
smaller than that from the random division (i.e. update the recom-
mendation list more frequently for large degree users), the overall 
recommendation accuracy and diversity are improved.

2. Related work

In the literature, many researchers have considered the het-
erogeneity of online users when designing recommendation algo-
rithms. Motivated by the observed significant difference between 
users’ structural properties in the network, Zhang et al. proposed 
to remove redundant links for each user to extract the so-called 
information backbone [19]. Guan et al. observed that large degree 
users tend to select niche objects while small degree users tend 
to select popular objects. They thus proposed a personalized hy-
brid algorithm in which each user is assigned with a parameter 
to adjust the popularity of the objects shown in his/her personal 
recommendation list [27]. Zeng et al. argued that due to users’ het-
erogeneity, they are carrying different amount of information for 
the recommendation algorithms. Accordingly, Zeng et al. identified 
some core users in the network and achieve 90% of the accuracy 
by taking only 20% of the core users’ data into account [20]. Simi-
lar ideas have been extended to the study of online search engine. 
Sugiyama et al. proposed a personalized web search engine accord-
ing to each user’s need for relevant information without any user 
effort [28]. User heterogeneity will result in different information 
needs for each user’s query. Therefore, the search results should be 
adapted to users with different information needs.

Compared to the recommendation algorithm design, user het-
erogeneity has less impact on the research on the data division. 
Most of the recommendation algorithms were validated based on 
the random data division, which obviously neglects the user het-
erogeneity in selecting items. In a recent review [1], it is men-
tioned that recommendation should be done with the data divided 
into the training set and probe set based on the time stamps on 
links. Focusing on the over-fitting problems for recommendation 
algorithms, Zeng et al. proposed a triple data division model in 
which the real data is divided into a training set, a learning set 
and a probe set [13]. The basic idea is to estimate users’ parame-
ters with the learning set and then applied the learned parameters 
to actually predict users’ future objects in the probe set. Since the 
purchase behaviors which happened long time ago could not truly 
reflect the current interests of the target user, Guo et al. investi-
gated the impact of the time window on the training set on the 
recommender algorithms [29]. In order to improve the diversity 
and accuracy of the recommender system, Song et al presented an 
improved hybrid information filtering of adopting the partial re-
cent information in terms of the face that the recent behaviors 
are more effective to capture the users’ potential interests, they 
also generated a series of training sets, each of which is treated as 
known information to predict the future links proven by the probe 
set [23].

Taken together, the research on users’ heterogeneity mainly fo-
cuses on new algorithm design and the modification on the train-
ing set. One crucial direction has not been investigated so far, that 

is the effect of users’ heterogeneity on the probe set. In this pa-
per, we take into account the heterogeneous dynamics of online 
users and associate it with the length of the probe set (i.e. the 
number of items they will connect to in the future). We argue that 
active users and inactive users should have different amount of 
links in the probe set. This assumption not only helps us to under-
stand better the recommendation process in real system but also 
provides us with a better implementation of the recommendation 
algorithms (i.e. update users’ recommendation lists with different 
frequency).

3. Data and model

In this paper, we use two standard data sets which have been 
widely used to examine the performance of recommendation al-
gorithms [29–31]. The first one is the Movielens data with 1682 
movies (items) and 943 users (http :/ /www.grouplens .org/). Users 
rate movies from 1 (worst) to 5 (best). Consistent with the lit-
erature, we consider the ratings higher than 2 as a link. Finally, 
82520 links remain in the network. The second one is the Net-
flix data which is a random sample of the whole records of users 
ratings in Netflix.com (http :/ /www.netflixprize .com/). It consists of 
2294 users, 1891 movies, and 71074 links. Like Movielens, Netflix 
is also based on a 5-star rating system. With the same rating fil-
tering process, we obtain 59464 links in Netflix data. Throughout 
this paper, we mainly present the results on Netflix data by figures 
and the results of both data sets are reported by tables.

In order to model the prediction process of the recommender 
systems, the above data (i.e. links) are divided into two parts: the 
training set E T represents the known information while the probe 
set E P represents the unknown information for prediction. Consid-
ering the heterogeneous dynamics of users, the division of links 
into these two sets are not completely random. As active and inac-
tive users spend different amount of time online, their recommen-
dation needs to be updated with different frequency. Some users 
are very active, their recommendation lists should be updated of-
ten. For the less active users, the generated recommendation lists 
could be used for a relatively longer time. Accordingly, we propose 
a data division model in which the amount of data in the probe 
set for each user is tunable. In each step, we randomly pick up 
a user i with the probability pi = kθ

i / 
∑

j kθ
j . Then one of his/her 

links is randomly moved to the probe set. The process is termi-
nated when the total amount of links in the probe set reaches 10% 
of the links in the original network. Here, θ is a tunable parameter. 
When θ = 1, the data division process reduces to the traditional 
random data division. When θ < 1, the links connecting to small 
degree users are more likely to be moved to the probe set, and 
vice versa.

4. Recommendation algorithms

In this paper, we consider the hybrid recommendation algo-
rithm which combines the Mass diffusion and Heat conduction 
methods [9]. The user-item bipartite network is characterized by 
an adjacency matrix A where the element aiα equals to 1 if user i
has collected object α, and 0 otherwise. The number of users and 
items is denoted as N and M , respectively. Consistent with the 
literature, we use Latin and Greek letters, respectively, for user-
and item-related indices. To generate the recommendation list for 
a specific user i, the Hybrid method starts by assigning each item 
selected by user i one unit of resource. This resource assignment 
can be represented by a vector f i . The resources of these selected 
items then diffuse in the bipartite network for two steps with the 
transition matrix W . Each component in this matrix can be com-
puted as
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