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The problem of delay-dependent asymptotic stability criteria for neural networks with time-varying delay
is investigated. A new class of Lyapunov functional is constructed to derive some new delay-dependent
stability criteria.The obtained criterion are less conservative because free-weighting matrices method and
a convex optimization approach are considered. Finally, numerical examples are given to demonstrate the
effectiveness of the proposed method.
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1. Introduction

In recent years, stability of delayed neural networks have been investigated extensively because of their successful applications in
various areas, such as pattern recognition, image processing, association. Thus, the stability of neural networks with time-delay have
been widely considered by many researchers [1–24]. The existing stability criteria can be classified into two categories, namely, delay-
independent ones [1–3] and delay-dependent ones [4–24]. Generally speaking, the delay-dependent stability criteria are less conservative
than delay-independent when the time-delay is small. Therefore, authors always consider the delay-dependent type. Some less conserva-
tive stability criteria were proposed in [5] by considering some useful terms and using the free-weighting matrices method. The stability
of neural networks with time-varying interval delay were considered in [6] where the relationship between the time-varying delay and its
lower and upper bound was taken into account and a less conservative result was derived. Some less conservative criteria of asymptotic
stability are derived in [7] by using the free-weighting matrices method and the Jensen integral inequality. But the τ (t)− h1 and h2 − τ (t)
are all simply enlarged as h2 − h1, it is an important factor in leading to conservatism. An improved delay-dependent stability criterion
is derived in [9] by constructing a new Lyapunov functional and using the free-weighting matrices method. However, these results have
conservatism to some extent, which exist room for further improvement.

In this Letter, the problem of delay-dependent asymptotic stability criteria for neural networks with time-varying delay is investigated.
A new class of Lyapunov functional is constructed to derive some novel delay-dependent stability criteria. The obtained criterion are less
conservative because of free-weighting matrices method and a convex optimization approach are considered. Finally, numerical examples
are given to indicate significant improvements over the existing results.

2. Problem formulation and preliminaries

Consider the following neural networks with time-varying delays

ẋ(t) = −Cx(t) + Ag
(
x(t)

) + Bg
(
x
(
t − τ (t)

)) + μ (1)
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where x(t) = [x1(t), x2(t), . . . , xn(t)]T ∈ Rn is the neuron state vector, g(x(·)) = [g1(x1(·)), g2(x2(·)), . . . , gn(xn(·))]T ∈ Rn denotes the neu-
ron activation function, and μ = (μ1,μ2, . . . ,μn)T ∈ Rn is a constant input vector. A, B ∈ Rn×n are the connection weight matrix and
the delayed connection weight matrix, respectively. C = diag(C1, C2, . . . , Cn) with Ci > 0, i = 1,2, . . . ,n. τ (t) is time-varying continuous
function that satisfies 0 � τ (t) � h, 0 � τ̇ (t) � u, where h and u are constants. In addition, it is assumed that each neuron activation
function in (1), gi(·), i = 1,2, . . . ,n, satisfies the following condition:

γi � gi(x) − gi(y)

x − y
� σi, ∀x, y ∈ R, x �= y, i = 1,2, . . . ,n, (2)

where γi, σi , i = 1,2, . . . ,n, are positive constants.
Assuming that x∗ = [x∗

1, x∗
2, . . . , x∗

n]T is the equilibrium point of (1) whose uniqueness has been given in [17] and using the transforma-
tion z(·) = x(·) − x∗ , (1) can be converted to the following system:

ż(t) = −C z(t) + A f
(
z(t)

) + B f
(
z
(
t − τ (t)

))
(3)

where z(t) = [z1(t), z2(t), . . . , zn(t)]T , f (z(·)) = [ f1(z1(·)), f2(z2(·)), . . . , fn(zn(·))]T and f i(zi(·)) = gi(zi(·) + z∗
i ) − gi(z∗

i ), i = 1,2, . . . ,n.
According to the inequality (2), one can obtain that

γi � f i(zi(t))

zi(t)
� σi, f i(0) = 0, i = 1,2, . . . ,n. (4)

In this Letter, we will attempt to formulate some practically computable criteria to check the global asymptotic stability of system (3). The
following lemma is useful in deriving the criterion.

Lemma 1. (See [25].) For any constant matrix Φ ∈ Rn×n, Φ = ΦT > 0, scalar γ > 0, vector function ω̇ : [0, γ ] → Rn such that the integrations
concerned are well defined, then

−γ

0∫
−γ

ω̇T (t + s)Φω̇(t + s)ds � −
( 0∫

−γ

ω̇(t + s)ds

)T

Φ

( 0∫
−γ

ω̇(t + s)ds

)
. (5)

3. Main results

For the asymptotic stability of system described by (3), we have the following result.

Theorem 1. For given scalars Γ = diag(γ1, γ2, . . . , γn), Σ = diag(σ1, σ2, . . . , σn), h � 0, u � 0, the origin of system (3) is globally asymptotically

stable if there exist symmetric positive matrices P , Q 1 , Q 2 ,
[ X11 X12

∗ X22

][ Y11 Y12
∗ Y22

]
, positive diagonal matrices T1, T2,Λ = diag(λ1, λ2, . . . , λn), D =

diag(d1,d2, . . . ,dn) and any matrices P1, P2, Ni, Mi, Li, Si (i = 1,2, . . . ,7) with appropriate dimensions, such that the following LMIs hold:

E1 =
[

Ē − h
2 N

∗ −h2

4 Q 1

]
< 0, (6)

E2 =
[

Ē − h
2 L

∗ −h2

4 Q 1

]
< 0, (7)

Φ1 =
[

Φ̄ − h
2 M

∗ −h2

4 Q 2

]
< 0, (8)

Φ2 =
[

Φ̄ − h
2 S

∗ −h2

4 Q 2

]
< 0, (9)

where

Ē = [E(i, j)] (i, j = 1, . . . ,7), Φ̄ = [Φ(i, j)] (i, j = 1, . . . ,7),

E11 = X11 + Y11 + L1 + LT
1 − P1C − C T P T

1 − 2ΣT1Γ,

E12 = LT
2 − L1 + N1, E13 = X12 − LT

3 − N1, E14 = LT
4 ,

E15 = P − P1 − C T P T
2 + LT

5 − Γ Λ + Σ D,

E16 = Y12 + P1 A + LT
6 + T1(Γ + Σ), E17 = P1 B + LT

7 ,

E22 = −(1 − u)Y11 − LT
2 − L2 + N2 + N T

2 − 2ΣT2Γ,

E23 = −LT
3 + N T

3 − N2, E24 = −LT
4 + N T

4 , E25 = −LT
5 + N T

5 ,

E26 = −LT
6 + N T

6 , E27 = −(1 − u)Y12 − L7 − N T
7 + T2(Γ + Σ),
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