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a b s t r a c t

The coverage intervals stipulated by ISO 11929 (2010) for estimating the uncertainty from ionising

radiation measurements of replicate samples are compared with those of MARLAP (¼Multi-Agency

Radiological Laboratory Analytical Protocols Manual) and of Bayesian statistics. The latter two intervals

agree well despite their different concepts. Whereas for either of them the ratio of the length of the

coverage interval and MARLAP’s standard uncertainty grows when the number of samples decreases,

no such growth arises for the interval mandated by ISO 11929 (2010). It may therefore be too short (e.g.

for three samples by a factor of approximately 2).

& 2011 Elsevier Ltd. All rights reserved.

1. Introduction

A new edition of the international standard ISO 11929 for
measurements of ionising radiation has come into force in March
2010, which replaces all eight parts of the preceding ISO 11929
standards series. Despite being mainly concerned with decision
thresholds and detection limits, the new standard also includes
the calculation of coverage intervals. Only the latter aspect of this
standard will be investigated in the present paper. The study will
consider the case of extra-Poisson variation determined by
replicate measurements, thus contrasting a statistical analysis of
low-level radioactivity measurement recently published in this
journal by Heisel et al. (2009), which did not accommodate
situations of such a kind.

The new ISO 11929 (2010) is claimed to proceed from the
principles of Bayesian statistics. It stipulates a procedure for
calculating coverage intervals that differs from the one employed
in parts 1–4 of the previous ISO 11929 standards series, which are
based on conventional (i.e. frequentist) statistics. These parts were
in line with the ‘‘Multi-Agency Radiological Laboratory Analytical
Protocols Manual’’ (MARLAP, 2004) which in turn, according to its
section 19.3, adopts the methods for evaluating measurement
uncertainty laid down in the ‘‘Guide to the Expression of

Uncertainty in Measurement’’ (JCGM 100, 2008), subsequently
simply called the GUM. In view of this equivalence of MARLAP
and GUM, mostly references to the former document will be made
in Sections 2–6 below, although all these references pertain to the
latter as well.

While the GUM (JCGM 100, 2008) mandates the propagation of
uncertainties, its recently published Supplement 1 (JCGM 101,
2008) advocates the propagation of probability distributions
instead. In the framework of GUM Supplement 1 such distributions
are not a frequency distributions but representations of ‘‘state of
knowledge’’ or, equivalently, of ‘‘degree of belief’’. In this sense, as
shown by Elster et al. (2007), GUM Supplement 1 embodies a
Bayesian approach, not one of conventional statistics. By contrast,
MARLAP and GUM contain elements of both these branches of
statistics. The means advocated in GUM Supplement 1 for the
propagation of distributions is the Monte Carlo method. However,
as demonstrated in a recent review (Lira and Grientschnig, 2010),
for measurement models involving a small number of quantities
the Monte Carlo approach can be replaced by analytical calcula-
tions followed by numerical integration. Therefore, the procedures
of GUM Supplement 1 (JCGM 101, 2008) and of Lira and
Grientschnig (2010) are equivalent and will hereinafter be referred
to as the calculation ‘‘according to Bayesian statistics’’.

As stated in the introduction of the GUM ‘‘it is often necessary
to provide an interval about the measurement result that may be
expected to encompass a large fraction of the distribution of
values that could reasonably be attributed to the quantity subject
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to measurement’’. The GUM requires the best estimate of the
measurand to serve as the centre of this interval and the
‘‘expanded uncertainty’’ obtained with a chosen coverage factor
to be its half-width. As mentioned in clause 6.2.2 of the GUM, the
interval so defined has a certain ‘‘coverage probability’’ or ‘‘level
of confidence’’. For this interval neither of the terms ‘‘coverage
interval’’ or ‘‘confidence interval’’ nor any other short designation
formed by placing a modifier in front of ‘‘interval’’ is introduced in
the GUM, whereas the ‘‘International Vocabulary of Metrology’’
(JCGM 200, 2008) does attribute the term ‘‘coverage interval’’ to
it. By contrast, the same kind of interval is termed ‘‘confidence
interval’’ in the new ISO 11929 (2010). But this designation is not
well-chosen because it has a specific meaning in conventional
statistics, established by clause 1.28 of ISO 3534-1 (2006), which
is not applicable in the context of Bayesian statistics. Therefore,
we will adopt the terminology of the ‘‘International Vocabulary of
Metrology’’ instead and use the term ‘‘coverage interval’’ through-
out, regardless of whether it is determined according to MARLAP,
Bayesian statistics or the new edition of ISO 11929 (2010).

The objective of this study is to compare for a particular
example of activity measurement, presented in Section 2, the
coverage intervals that ensue from the three approaches at hand.
Sections 3, 4 and 5 are devoted to dealing with the example
according to MARLAP, Bayesian statistics and the new ISO 11929
(2010), respectively. The article concludes with a discussion of the
results and a summary.

2. Example of specific 137Cs activity measurement

2.1. Original data

The following example derives from a scenario considered by
Michel and Kirchhoff (1999) of measuring the specific 137Cs activity
of a batch of waste matter that despite reduction to small pieces
and mechanical homogenisation is still fairly inhomogeneous with
respect to activity. The average activity per mass of this waste shall
be determined on the basis of several samples taken from different
spots of the batch. Up to ten samples are assumed to be collected
and subjected to a single-channel gross counting measurement
with a counting time tG¼3600 s for each sample. By ‘‘counting
time’’ we refer to the measuring system’s live time, the uncertainty
of which is assumed to be negligible. The gross counting results
adopted from Michel and Kirchhoff (1999) are

nG,i ¼ ð847,523,867,720,778,636,881,672,1102,756Þ, i¼ 1,:::,10:

ð1aÞ

In order to study the effect of the number of samples on the
width of the coverage interval of the resulting specific activity,
either all 10 counting results are accounted for or just part of
them from the beginning of the series, i.e. nG,i, i¼1,...,K, with K set
to 3, 4, 5, 6, 8 or 10. The means nG and empirical standard
deviations sG for these six numbers K of individual counting
results are displayed in Table 1, which along with Table 2 also
shows the coverage intervals ensuing from these data. Given that
the standard deviations exceed by far the square roots of the
means nG, the scatter of the results cannot be solely due to
Poisson counting statistics but must originate predominantly
from other causes, such as random effects of sampling and sample
treatment. Therefore it seems reasonable to assume, as Michel
and Kirchhoff (1999) did, that the gross counts originate from a
Gaussian distribution of unknown variance. The quantity esti-
mated by means of the gross counts in conjunction with the
corresponding counting time tG is the gross count rate G.

Following the scenario of Michel and Kirchhoff (1999), the
gross effect measurements are complemented with counting the

radiation of 10 different blank samples, allotting a counting time
of 7200 s for each of them. The standard deviation of these 10
counting results agrees well with the square root of the mean
counts observed, so that Poisson counting statistics can be
assumed to apply. Thus, for the sake of simplicity we consider
only the sum nB¼2561 of the counts for the 10 blank samples and
their total counting time tB¼72,000 s. The fact that this number of
blank counts is supposed to be drawn from a Poisson distribution
enables us to forgo the empirical determination of the variance
suggested by Michel and Kirchhoff (1999). The quantity inferable
from the information described is the blank count rate B.

The third quantity required is the calibration factor F, obtained
by dividing the portion of the count rate originating from
transformations of 137Cs in the sample through its specific 137Cs
activity. This factor equals the product of the efficiency, i.e. the
fraction of transformations of 137Cs leading to counts, and the
mass of the sample. However, due to attenuation effects within
the sample, its mass may have a bearing on the efficiency.
Therefore, a fixed sample mass is considered, so that it can be
fused with the respective efficiency to the calibration factor F. The
estimate f of this factor is supposed to originate from an earlier
calibration utilising a sample of known specific 137Cs activity,
whose mass of 0.800 kg concurs with that of the waste samples at
hand. Adopting from Michel and Kirchhoff (1999) the efficiency
of 0.017 obtained in this way leads to f¼0.0136 s�1 Bq�1 kg.
Instead of taking this as the perfectly known value of the factor
F we accommodate its uncertainty by assuming that only its
lower and upper limits, f�Df and fþDf, are given, where Df¼

0.0003 s�1 Bq�1 kg, and that all values within these limits are
equally likely. This corresponds to adopting a rectangular prob-
ability distribution for F.

2.2. Modified data

The original data for the example are such that the uncertain-
ties arising from the blank measurement and the calibration

Table 1
Limits of the 95% coverage interval of the specific 137Cs activity according to

MARLAP for the original data, based on K samples.

Gross count data Result and uncertainty Coverage interval

K nG sG a u(a) nA,eff aL aU

3 745.7 193.1 12.61 2.28 2.02 2.89 22.34

4 739.3 158.2 12.48 1.62 3.06 7.38 17.59

5 747.0 138.1 12.64 1.27 4.15 9.16 16.13

6 728.5 131.6 12.26 1.11 5.23 9.45 15.08

8 740.5 126.4 12.51 0.93 7.48 10.34 14.68

10 778.2 159.4 13.28 1.04 9.54 10.94 15.62

Specific activity given in Bq/kg.

Table 2
Limits of the 95% coverage intervals of the specific 137Cs activity according to

Bayesian statistics and to the new ISO 11929 for the original data, based on K

samples.

K Bayesian statistics New ISO 11929

c aL aU aA a x

3 1.0158 4.11 21.13 8.14 17.09

4 1.0023 7.43 17.55 9.30 15.67

5 1.0003 9.14 16.16 10.15 15.14

6 1.0001 9.43 15.10 10.09 14.44

8 1.0000 10.33 14.70 10.69 14.33

10 1.0000 10.93 15.64 11.23 15.33

Specific activity given in Bq/kg.
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