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We study the power of four popular unit root tests in the presence of a local-to-finite vari-
ance DGP. We characterize the asymptotic distribution of these tests under a sequence of
local alternatives, considering both stationary and explosive ones. We supplement the the-
oretical analysis with a small simulation study to assess the finite sample power of the

tests. Our results suggest that the finite sample power is affected by the o-stable compo-
nent for low values of o and that, in the presence of this component, the DW test has
the highest power under stationary alternatives. We also document a rather peculiar
behavior of the DW test whose power, under the explosive alternative, suddenly falls from
1 to zero for very small changes in the autoregressive parameter suggesting a discontinuity
in the power function of the DW test.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

This paper is concerned with the power of unit root
tests under local departures from the maintained hypothe-
sis of finite variance of the error term. Following the
approach proposed by Amsler and Schmidt [3], and used
by Cappuccio and Lubian [6], we provide expressions for
the asymptotic distributions of unit root tests under a
sequence of local alternatives from the unit root null
hypothesis under the assumption that the error term of a
driftless random walk belongs to the normal domain of
attraction of a stable law in any finite sample but has finite
variance in the limit as T T co.

A setup of local departures from finite variance is inter-
esting because it allows us to investigate the behavior of
unit root tests in borderline or near borderline cases
between finite and infinite variance. This kind of robust-
ness analysis may indeed be relevant in practical settings
where the existence of the variance is dubious such as,
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for example, in the analysis of financial time series. It is
well-known that the empirical distribution of financial
asset returns is often characterized by fat tails suggesting
the relevance of non-gaussian stable laws. However, the
empirical evidence in favor of the stable model is not
clear-cut [11] so that the local-to-finite variance approach
can be useful for improving our understanding of the
robustness of unit root and stationarity tests in these
circumstances.

Amsler and Schmidt [3] first proposed this approach
and derived the null distribution of the KPSS test,
Callegari et al. [5] obtained the asymptotic distributions
of DF type tests of unit root, and Cappuccio and Lubian
[6] obtained the null distribution of additional stationarity
and nonstationarity tests. In this paper we provide addi-
tional results both on the asymptotic distributions and
the finite samples properties of unit root tests under a
sequence of local alternatives and local-to-finite variance
error term.

In the next section we derive the asymptotic distribu-
tion of four popular test of the unit root hypothesis under
a sequence of stationary and explosive alternatives when
the data generating process displays local-to-finite
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variance errors. In Section 3 we carry out a simulation
experiment to study the finite sample power functions of
the tests.

2. Asymptotic distributions under a sequence of local
alternatives

Our modeling of the local-to-finite variance process fol-
lows the approach proposed in Amsler and Schmidt [3]
whereby the process has infinite variance in finite samples
but collapses to the standard finite variance case asymp-
totically. The Data Generating Process for the error term
u, is then given by
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where vy, is an i.i.d. process with zero mean and finite vari-
ance o2 and vy, is also an i.i.d. process, symmetrically dis-
tributed with distribution belonging to the normal domain
of attraction of a stable law with characteristic exponent o,
with o € (0; 2), denoted as vy € 4"%(a), and a can be set
equal to 1 as in Amsler and Schmidt [3]. It follows that u,
exhibits infinite variance in any finite sample size but finite
variance in the limit as T approaches infinity. The role
played by the stable component decreases as the sample
size increases even though this occurs at a slower rate as
o increases. Thus, for a given y, when « is close to 2 we
need a large sample size to offset the stable component
whereas for o<1 a relatively small sample size is
required. By Donsker’s theorem, it is well known that
T2 91, = gW(r), where = stands for the weak con-
vergence of probability measures, and W(r) is the standard
Wiener process. Further, (see for instance, [17,15]), for the
partial sum process a;!' 3", v, we have the following con-
vergence results
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where ar = aT"*, U, (r) is a Lévy o-stable process on the
space DI[0,1],V(r) is its quadratic variation process
V(r) = [Uy, Uy, = UA(r -2 [yU,dU, (see [16], pg. 58,
[15],eq.(11))and Ul( ) stands for the left limit of the pro-
cess Uy(-) inr. The process V(r) is a Lévy o/2-stable process
appears frequently in the asymptotic distribution of unit
root tests. For o € (0,1), it is non a degenerate random
variable, while for o« = 2 we have V(1) = 1.

The main convergence result used in the paper is the
following

Zuf = oW

whose proof follows directly from the above joint conver-
gence and the continuous mapping theorem. A number of
useful results on the limiting behavior of sample moments
and partial sums of the local-to-finite variance error term
have been provided by Cappuccio and Lubian [6], Lemma
2.1.
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We consider the baseline case of a driftless random
walk and assume that {y,} is generated as

t=1,....T 3)

where p = 1 and that the initial condition y, is any random
variable whose distribution does not depend on T.

We consider four test statistics for testing the null
hypothesis Hps : p =1 in (3) such as T(p — 1) and the t-
ratio statistics, where p is the OLS estimator of p in 3,
proposed by Dickey and Fuller [7], the Lagrange
Multiplier test (hereafter LM) proposed by Ahn [1], and
the Durbin-Watson (DW) test. Formally, the t-ratio statis-
tics, the LM and DW tests are given by
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where s2 =57 (y, —y,_;)*/T. As remarked by Paulauskas
et al. [13], the weak convergence to stochastic integrals
for sample moments of i.i.d. random vectors in the domain
of attraction of a multivariate stable law with an index
0 <o <2 has been proved by Paulauskas and Rachev
[12]. The limiting behavior of the above test statistics
under DGP (1) and the null hypothesis Hy : p = 1 has been
provided by Cappuccio and Lubian [6] and is reported here
for completeness
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where K, (1) = 62 + y?V(1). The null distribution of the
four test statistics for DGP (3) in the infinite variance case
has been established by Ahn et al. [2] and for DGPs with a
constant or a constant and a drift by Callegari et al. [5].
Even though the process u, has finite variance, the limiting
distributions of the unit root test statistics turns out to be a
function of both the Wiener process W(r) and the Lévy
o-stable process U, (r), so that they depend on the maximal
moment exponent o and the nuisance parameters 2 and 7.
As expected, the weight of U, (r) in the asymptotic distribu-
tion increasesas with 7.

To study the power of these tests, we consider local
departures from the null hypothesis assuming that the
data generating process is given by

Ye=PrYeq + U (7)

where p; = e“T with ¢ < 0, a noncentrality parameter, to
focus on the stationary alternatives. When ¢ =0 we are
under the null hypothesis, while for ¢ > 0 the process is
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