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a  b  s  t  r  a  c  t

Outlier  detection  in compositional  grading  data  of a reservoir  fluid  is the main  objective  of  the  present
study.  The  experimental  data  of  a petroleum  reservoir  fluid  including  the  mole  fractions  of the  fluid
components  at different  depths  (from  around  1000  to about  1400  m)  and  at constant  temperature  of
361.15  K  are  investigated.  The  utilized  algorithm  applies  the basis  of  a mathematical  approach,  in  which
the  statistical  Hat  matrix,  Williams  plot, and  the  residuals  of a  compositional  grading  model  results
bring  about  the  probable  outliers  detection.  The  range  of applicability  of  the  applied  model  and  quality
of  the  existing  experimental  data  are also  investigated.  The  reported  results  of  a  previously  developed
model  using  the  Soave–Redlich–Kwong  equation  of  state  (SRK  EoS)  with  Peneloux  volume  correction  are
employed  to  evaluate  the compositional  analysis  of the  species  in different  depths  of  the  fluid column.  It  is
interpreted  from  the  obtained  results  that  the  applied  model  for  estimation  of  the compositional  gradients
has  wide  ranges  of  applicability.  In addition,  we  may  conclude  that  there  is no outlier  or  probable  doubtful
datum  in the  investigated  experimental  datasets.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Variations in pressure, temperature, composition and PVT
properties of reservoir fluids with depth are normally found in
petroleum reservoirs [1–20]. For instance, the temperature has
been reported to vary 0.02–0.03 K/m and bubble point pressure
can change up to 0.11 MPa/m [2,3]. As the depth of a reservoir
increases, the concentration of lighter components decreases while
the concentration of heavier components increases [1]. Such com-
positional gradients are of much importance when the petroleum
fluid column is deep. It has been observed that the concentration of
methane in an heavy oil reservoir can be decreased up to 20% over
a 81 m depth increase [3]. The compositional grading of a reser-
voir fluid column is of significance for primary depletion of the
reservoir, sampling from the fluid column within the reservoir, and
determination of the depth of its oil–gas contact [1–4].

Gravity and temperature gradients generally play the main role
in compositional variations of the petroleum reservoir fluids. Since
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experimental measurements of the compositions of a real reservoir
fluid at different depths are generally difficult, there is a need to
develop reliable thermodynamic models to predict the subsequent
compositional variations.

The compositional grading models can be grouped normally
into isothermal [1,2,21] and non-isothermal [1,22] models. The
starting point of the model development is to evaluate the differ-
ence between the chemical potential of a component in different
depths (locations in the reservoir). Although temperature gradi-
ent brings about heat flow between different points of reservoir,
the thermodynamic equilibrium assumption of gravity segregation
is generally considered as a basis for the compositional grad-
ing thermodynamic modeling. The effects of temperature on the
compositional gradients may  be negligible compared with grav-
ity effects. Furthermore, calculations of heat flux, heat diffusions
and their effects on residual enthalpies and finally on chemical
potentials of components throughout the reservoir enhance the
complexity of the non-isothermal model. Therefore, the isothermal
compositional grading model seems to be preferable for practical
purposes.

As mentioned earlier, the corresponding experimental compo-
sitional grading data are scarce in open literature. Furthermore,
there has been no method proposed in open literature so far
to check the reliability of such data. Hence, it is of interest
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to check the quality of these data as well as the applicability
domain of the isothermal compositional grading model for its
prediction. In this work, a statistical method is applied for this
purpose.

2. Isothermal thermodynamic model

The previously reported results of an available model in the lit-
erature [1] are used in this communication. The elements of the
model are as follows: at isothermal equilibrium conditions, the
total chemical potential of a component is the same at all positions
in a closed system. Therefore, the difference between the intrin-
sic chemical potential of components reduces to the effect of the
depth in the fluid column evaluated by the following equation [1]:

�i(h) − �i(h
o) = Mig(h − ho) (1)

where � is the chemical potential, subscript i refers to com-
ponent i in the fluid mixture, M is the molecular weight, and
h denotes the depth. The superscript ‘o’ stands for a reference
depth. The chemical potential can be written in terms of fugac-
ity or fugacity coefficient, pressure and composition as follows [1]:

d�i = RTd ln(fi) = RTd ln(ϕiziP) (2)

In Eq. (2), R is the universal gas constant, T is temperature, ϕ
is fugacity coefficient, z is the overall mole fraction of the species,
and P stands for pressure. Eq. (2) is only available at isothermal
conditions. Introducing Eq. (2) into Eq. (1) yields [1]:

ln f h
i − ln f ho

i = Mig(h − ho)
RT

(3)

The fugacity of component i can be evaluated using the overall
composition of the species as follows:

fi = Piziϕi (4)

where z is the overall composition of component i. Eq. (3) can be
re-written as follows:

ln(ϕh
i zh

i Ph) − ln(ϕho

i zho

i Pho
) = Mig(h − ho)

RT
i = 1, 2, . . .,  N (5)

Where N is the number of components. An additional equa-
tion can be written regarding the unity of summations of the mole
fractions:

N∑

i=1

zi = 1 (6)

Thus, there are N + 1 variables for a given depth in the fluid col-
umn. Solving N + 1 equations with N + 1 variables leads to obtaining
the molar compositions and pressure with depth. An appropri-
ate equation of state can be applied for determination of the
required variables. In this work, the results of an isothermal
thermodynamic model [1] employing the Soave–Redlich–Kwong
equation of state (SRK EoS) [23] with Peneloux volume correction
[24] have been used for statistical evaluation of the experi-
mental data. Furthermore, the applied model [1] utilizes the
procedure proposed by Pedersen et al. [25] for fluid characteriza-
tion.

3. Experimental data

The experimental data of a petroleum reservoir fluid reported
by Creek and Schrader [26] in 1985 have been herein evaluated.
The data includes the mole fractions of the fluid components at dif-
ferent depths (from around 1000 to about 1400 m)  and at constant
temperature of 361.15 K.

4. Theory

4.1. Leverage method

Detection of the outliers is to diagnose individual datum (or
a dataset) that may  differ from the bulk of the data (a database)
[27–30]. The proposed methods for this purpose normally consist
of simultaneous numerical and graphical algorithms [27–30]. The
Leverage method [27–30] (employed here) utilizes the values of the
residuals (i.e. the deviations of a model results from the correspond-
ing experimental data) and a matrix (Hat matrix) composed of the
experimental data and the represented/predicted values obtained
from the model [27–30]. Hence, a suitable mathematical model
is also required to pursue the calculation steps of the algorithm
[27–30].

The Leverage or Hat indices are determined as a Hat matrix (H)
with the following definition [27–30]:

H = X(XtX)
−1

Xt (7)

where X is a two-dimensional matrix composed of n data (rows)
and p model parameters (columns) and t stands for the transpose
matrix. The Hat values of the chemicals in the feasible region of
the problem are, as a matter of fact, the diagonal elements of the H
matrix.

The Williams plot is later sketched for graphical identification
of the suspended data or outliers on the basis of the calculated H
values through Eq. (7). This plot shows the correlation of Hat indices
and standardized cross-validated residuals (R′), which are defined
as the difference between the represented/predicted values and the
implemented data as follows [27]:

R′ = zrep./pred.
i

− zexp .
i

(8)

where rep./pred. and exp. represent the represented/predicted and
experimental overall mole fractions, respectively. A warning Lever-
age (H*) is generally fixed at the value equal to 3p/n, where n is
number of training points and p is the number of model input
parameters plus one [27–30]. The leverage of 3 is normally consid-
ered as a “cut-off” value to accept the points within ±3 range (two
horizontal red lines) standard deviations from the mean (to cover
99% normally distributed data) [27–30]. Existence of the major-
ity of data points in the ranges 0 ≤ H ≤ H* and −3 ≤ R′ ≤ 3 reveals
that the representations/predictions of the model are done in its
applicability domain. “Good High Leverage” points are located in
domain of H* ≤ H and −3 ≤ R′ ≤ 3. The Good High Leverage can be
designated as the ones, which are outside of applicability domain
of the applied model [27–30]. In other words, the model is not able
to represent/predict the following data at all. The points located in
the range of R′ < −3 or 3 < R′ (whether they are larger or smaller than
the H* value) are designated as outliers of the model or “Bad High
Leverage” points. These erroneous representations/predictions can
be attributed to the doubtful data [27–30].

5. Results and discussion

The absolute relative deviations (ARDs) of the thermody-
namic model [1] results are presented in Table 1 along with the
experimental data [26]. As can be seen, the deviations of the
predictions from the corresponding experimental data [26] are gen-
erally acceptable to be used for the Leverage statistical approach
[27–30].

To pursue our objectives, the H values have been calculated
through Eq. (7) and the Williams plots have been sketched in Fig. 1.
The whole calculated H and R values are presented in Table 2. The
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