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a b s t r a c t

We compare several spectral domain based clustering methods for partitioning protein sequence data.
The main instrument for this exercise is the spectral density ratio model, which specifies that the log-
arithmic ratio of two or more unknown spectral density functions has a parametric linear combination
of cosines. Maximum likelihood inference is worked out in detail and it is shown that its output yields
several distance measures among independent stationary time series. These similarity indices are suit-
able for clustering time series data based on their second order properties. Other spectral domain based
distances are investigated as well; and we compare all methods and distances to the problem of produc-
ing segmentations of bacterial outer membrane proteins consistent with their transmembrane topology.
Protein sequences are transformed to time series data by employing numerical scales of physicochemical
parameters. We also present interesting results on the prediction of transmembrane �-strands, based
on the clustering outcome, for a representative set of bacterial outer membrane proteins with given
three-dimensional structure.

© 2010 Elsevier Ireland Ltd. All rights reserved.

1. Introduction

It is rather common in practice that biological sequence anal-
ysis is applied for the detection of signals along nucleic acid or
amino acid sequences. These signals encode different structural
and/or functional features of the respective molecules. Hence, their
detection is a delegate matter which is formulated as classifica-
tion, prediction or segmentation problem in several cases, see Han
(2005). It is pointed out though that solutions of such important
problems depend upon a number of assumptions and the relevant
biological process under investigation. Moreover, several classes
of biological macromolecules exhibit periodical patterns in their
primary structures. These types of patterns reflect their underly-
ing properties, for instance they determine their coding potential
(Yan et al., 1998), reading frame of DNA stretches (Shepherd,
1981) or the potential of formation of long helical coiled-coils
(McLachlan and Stewart, 1976). An extensive list of examples is
given by Pasquier et al. (1998) and references therein. Notice that
the aforementioned patterns cover a broad range of underlying
properties of the molecule. They describe either exact or inexact
repetitive (sub)sequences (e.g. CGACGACGA or CGACGTCGACGA)
but they also elucidate periodical (perfect or imperfect) appear-
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ances of similar physicochemical properties in the sequence, such
as hydrophobicity, charge or residue size.

In several cases there exists adequate biological knowledge for
a specific family of molecules under consideration. If there are
available several experimentally determined three-dimensional
structures or detailed functional data for a class of molecules,
then the properties of the unknown biological signal are well
defined. Therefore, successful predictors or classifiers can be built
by exploiting the available prior knowledge. Any given information
as such, can be converted into a meaningful model for the detection
of the biological signal. Several examples have been recorded in the
literature, see consensus sequences (Aitken, 2003), sequence logos
(Schneider and Stephens, 1990), position specific scoring matri-
ces (Gribskov et al., 1990), and their generalizations, generalized
profiles (Bucher et al., 1996) and profile Hidden Markov Models
(Eddy, 1998), among many others. However, there are cases where
such information is not available. Therefore, exploratory data anal-
ysis techniques, such as clustering, can be employed as a first step
towards identification of molecule specific informative features.
These techniques allow for the development of a sound statisti-
cal model which incorporates all available information. It is crucial
that application of such methods enables us to comprehend the
underlying biological principles and mechanisms.

Clustering methods have been routinely applied to
sequences of biological macromolecules for successful
identification of biologically relevant – in a functional,
structural or evolutionary sense – groups of data. When
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considering though clustering of long sequences in the
sequence domain-equivalently time domain – then the
problem of high dimensionality – (number of sequences) ×
(number of sequence positions that constitute the sequence signal)
– poses a major challenge. In addition, the biological sequences
under comparison might have different lengths. So far, most of
the clustering approaches rely on a single numerical distance
computed for each pair of sequences. Such a summary is the result
of a CPU intensive dynamic programming based pairwise sequence
comparison, e.g. Smith and Waterman (1981), and clustering is
obtained by either hierarchical or partitioning methods, or by
more sophisticated methods, like stochastic graph clustering, see
Enright et al. (2002).

In this article, we address the problem of clustering subse-
quences of biological macromolecules by time series methodology.
In particular, we suggest the use of spectral domain methods to
take into account the data dependence. The use of spectral domain
methods effectively reduces the dimensionality of the sequences,
while it preserves several of their periodical features. Therefore,
meaningful distances between time series data can be calculated
effectively. In doing so, we resort to the spectral density ratio model
as introduced by Fokianos and Savvides (2008) and further stud-
ied by Savvides et al. (2008). The spectral density ratio model is a
semiparametric model in the sense that the ratio of two or more
unknown spectral density functions is modeled by a parametric
function of cosines. The current work evaluates different clustering
approaches based on the spectral density ratio model for address-
ing the problem of naïvely segmenting a single amino acid sequence
into two classes of subsequences with biologically – either struc-
turally or functionally – distinct characteristics.

More specifically, the biological motivation of this work origi-
nates from the problem of predicting the topology of bacterial outer
membrane proteins (OMPs) which form transmembrane �-barrels
– see Fig. 1. These proteins constitute a substantial fraction of the
outer membrane of Gram-negative bacteria, Bagos et al. (2005).
Moreover, they exhibit a remarkable and diverse functional reper-
toire because they provide molecular recognition sites (Morona et
al., 1985; Vogt and Schulz, 1999) and mediate the passive (respec-
tively, active) transport of small (respectively, large) molecules
(Cowan et al., 1992; Zhou et al., 1995; Braun et al., 2000; Danelon et
al., 2003). For a comprehensive review on the major functional and
structural features of this eminent class of proteins, the interested
reader is referred to the recent reviews by Schulz (2003) and Bagos
et al. (2005).

The paper is organized as follows: The next section gives a brief
introduction to the spectral density ratio model, which is the main
instrument for defining spectral domain based metrics between
time series for the purpose of clustering. Section 3 briefly reviews
meaningful measures of spectral similarity between stationary
time series. Section 4 illustrates an application of the proposed
approach to both simulated and real data examples. In fact, the real
data consist of a carefully compiled set of bacterial outer membrane
�-barrel proteins with known structures. We also present interest-
ing results on the prediction of transmembrane �-strands, based on
the clustering outcome, for a representative set of bacterial outer
membrane proteins with given three-dimensional structure. The
article concludes with a discussion about the suggested methodol-
ogy.

2. The Spectral Density Ratio Model

Consider now G biological sequences and suppose that these
are viewed as independent stationary time series. We denote each
one of them by {Yjt, t = 1, 2, . . . , N} for j = 1, 2, . . . , G. Assume that
{Yjt, t = 1, 2, . . . , N} possesses a spectral density function �j(ω),

Fig. 1. Cartoon representation of the structure of the OpcA Outer Membrane
Adhesin/Invasin from Neisseria meningitides, a typical �-barrel outer membrane pro-
tein (PDB ID: 1k24). The horizontal lines depict the position of the lipid bilayer based
on the so-called aromatic belts.

j = 1, 2, . . . , G. A useful example of stationary time series is that of
a linear process which is formed by independent and identically
distributed innovations and absolute summable autocovariance
function, �j(·). Estimation of the unknown spectral density function
is based on the periodogram ordinates

Ij(ωi) = 1
2�N

∣∣∣∣∣
N∑

t=1

Yjt exp(−itωi)

∣∣∣∣∣
2

, (1)

where ωi = 2�i/N, i = 1, 2, . . . , [(N − 1)/2], are the so-called
Fourier frequencies. An important result for linear processes is that
the periodogram ordinates are asymptotically independent with
distribution proportional to a chi-square random variable with two
degrees of freedom. For a precise statement, see Brockwell and
Davis (1991, Thm. 10.3.2). Furthermore, if log �j(ω) is absolutely
integrable on (0, 1) then the Fourier coefficients of the expansion
of log �j(ω) are defined by

�jr =
∫ 1

0

log �j(ω) cos(2�rω)dω, r = 0, 1, . . . , (2)

and are referred as cepstral correlations (or cepstral coefficients).
A small number of cepstral coefficient suffices to discriminate
between the second order characteristics of two or more time
series.
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